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Abstract

This article contributes to the relationship between fiscal fraud and tax collection in the Spanish economy, creating a composite suspicion tax fraud indicator (STFI) based on Google Trends searches to study the dynamics and foresee tax revenues evolution in Spain. Also, we expand knowledge in the field of fraud tax indicators, following the UNODC (2020) and OECD (2016) recommendations. To this purpose, we apply factor analysis to create the composite indicator and next we utilize techniques centred on fractional integration (ARFIMA) and fractional cointegration VAR (FCVAR) to assess the STFI behavior against tax collection and GDP. The outcomes indicate that the d is less than 1 in all the time series analyzed. As we can see, the tax collection and the leading indicator have a similar statistical behavior (d=0.49 and d=0.40, respectively), which implies mean reversion. On the other hand, GDP will behave similarly to the other two time series, with d = 0.05, which implies that the shocks will have a temporary effect on the GDP behavior, and these effects will disappear by themselves in the short term and in less time than the other two time series. FCVAR results indicate a short-lived duration of the shock due to the error correction term and their short-run stationary behaviour. In the end, applying wavelet analysis, we determine that the composite suspicion tax fraud indicator maintains a negative association with tax collection, except in 2017 and 2018, when the high economic growth offsets the fiscal fraud.
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1. INTRODUCTION.

Tax collection is one of the most challenging issues of public finance (OECD, 2006), to the extent many countries experience a high level of shadow economy, fiscal evasion, and avoidance. These problems tend to enormously reduce tax revenues and feed an inefficient public sector.

Tax revenues may be explained by numerous determinants (Castro and Ramírez Camarillo, 2014; Boukbech, et al., 2018). One such is concerned structural reasons over which government has modest influence in the short run. However, there are other components regarding public policy (Brun et al., 2007), which are affected by direct and indirect government decisions.

Within the structural factors, GDP per capita is probably one of the most used to explain tax revenues, according to the literature. Nonetheless, there are others that may affect tax collection intensively (Sen Gupta, 2007), such as output composition, trade and financial openness, public debt, institutional factors (Langford and Ohlenburg, 2015) or fiscal evasion and avoidance (Garg, Goyal and Pal, 2014). In this regard, the World Bank (2017) points out that fiscal fraud negatively influences on tax revenues.

In line with the World Bank (2017), this research paper focuses on the relationship between fiscal fraud and tax collection in the Spanish economy, considering the obvious importance of economic activity. In addition, we expand knowledge in the field of fraud tax indicators, following the OECD (2016) and UNODC (2020) proposals.

The central purpose of this research is to create a composite suspicion of tax fraud indicator (STFI) based on Google Trends searches to foresee tax revenues’ evolution in Spain. The contribution of estimating trends may be helpful to make better policy decisions.
The underlying idea of anticipating tax collection trends through a synthetic index has been extrapolated from Choi and Varian (2012), Varian (2014), Szármes (2015). D’Amuri and Marcucci (2017), and Poza and Monge (2020). They use keywords and big data from the Internet (Google Trends, Baidu, Twitter, etc.) to lead to valuable insights in labor market, tourism, or economic performance.

To achieve the objective, we firstly apply a multivariate analysis (factor analysis) to build the indicator; then we implement a descriptive analysis (correlations), and next we use advanced time series techniques such as fractional integration and cointegration methods, along with Wavelets Transform Analysis to assess the degree of association between the STFI and tax collection.

The structure of this research paper is the following: Part 2 concisely reviews the literature on measurement of fraud and tax collection. Part 3 describes the data and the methodology applied in the research paper. Part 4 shows the principal empirical findings. And Part 5 offers the conclusions.

2. LITERATURE REVIEW.

2.1. Fraud and tax collection

Tax collection may be explained by several factors. According to Sen Gupta (2007), Castro and Ramírez Camarillo (2014) and Boukbech, et al. (2018)), some structural determinants might be highlighted, such as GDP, output composition, trade and financial openness, public debt, institutional factors and fiscal evasion and avoidance. In this regard, the World Bank (2017) affirms that fiscal fraud negatively influences on tax revenues.
Tax fraud is a problem for society; therefore, all countries and international organizations are dedicating more and more resources to the fight against tax evasion and fraud, which can cause GDP losses in a country (Kassa, 2021).

In the same line of research, Putra (2018) advances the idea that non-payment of taxes due to fraud leads to a great loss of resources for the public sector and consequently to a reduction of budgetary resources, both nationally and internationally. Remeur (2019) states that the objective of the fight against fraud is, fundamentally, to avoid the loss of income by the public sector. Fraud has always existed; however, globalization and digitization have caused its growth and expansion. Hence, the fight against it must be approached globally. Nguyen (2020) also affirms that tax non-compliance is a rising concern of public Administrations, due to the negative effects they have on state budgets.

OECD (2017) highlights the importance of controlling the volume of fraud in order to combat it. This OECD work collects information on technological and digital solutions used by 21 countries, most of them developed, to measure and fight against tax fraud. The report emphasizes the effectiveness of the use of technology in the control and fight against fraud that is depleting the public coffers of many countries. The work concludes with the need for collaboration and exchange of information and good practices between the tax authorities of the different countries.

2.2. The measurement of tax fraud

One of the priority objectives of the Agenda for Sustainable Development 2030 is the decrease of Illicit Financial Flows (IFF) (UNODC, 2020). This UNDOC document aims to lay the foundations to create an indicator that measures the scope of the so-called IFF. This indicator has two control bodies: UNODC (United Nations Office on Drugs and Crime) and UNCTAD (United Nations Conference on Trade and Development) that lead
the promotion and improvement of methodologies to quantify IFFs concerning taxes and trade.

IFFs differ among countries, and the absence of a universal framework makes their measurement particularly difficult. For this reason, the two entities, UNODC and UNCTAD, have cooperated to define common statistical definitions and methodologies for the measurement of the several kinds of IFFs.

UNODC (2020) presents the results derived from the work carried out at the international level to statistically define the IFF and the concepts that allow its measurement. The report carried out has allowed the creation of a conceptual framework, definitions, typologies and statistical methodologies.

The next step will be to test different statistical methodologies that are consistent with the previously given definitions. Although the different countries have data collection mechanisms, it is essential that all strengthen their ability to gather relevant information in order to detect the largest number of illicit financial flows.

In the same line of interest, Schneider (2015) tries to measure the magnitude of the informal economy in the European Union. This study points to tax fraud as a problem that affects all EU countries, given that budget losses due to fraud exceeded one million euros in 2013 (Murphy, 2012). Additionally, it tries to provide solutions in the fight against tax evasion and minimize losses for the public budget.

Other authors, however, study tax fraud from a microeconomic point of view, clustering tax evaders to create a sort of a complex profile.

In this regard, Mehta et al. (2019) present tax evasion by means of massive data analytics, Android Apps, and IT. This approach identifies suspicious dealers utilizing specific parameters and normalizes the process of examination of accounts. They use complex machine learning instruments to forecast suspicious dealers.
Shukla et al. (2018) suggest a method that can help to identify the apparent tax evaders utilizing information from the tax payment and applying big data tools. After pre-processing the available tax data, the authors applied a K-mean clustering to create groups of taxpayers with the same behavior. Next they used decision trees to categorize each cluster into tax payers and patterns are revealed. From these patterns, they train artificial neural network to detect evaders. In this line, Atanasijević et al. (2019) develop some algorithms for identifying the tax evasion risk by means of applying sophisticated big data and machine learning tools in Serbia. This might be useful for fraud prevention.

Houser and Sanders (2018), in the US, use a wide variety of analytic tools to extract relevant data from social media such as Instagram, Facebook, and Twitter. This data mined is mixed with the Internal Revenue Service’s (IRS) own proprietary information and studied utilizing pattern identification algorithms, that helps to detect probable tax evaders. Understanding that the IRS is using public data from social media, taxpayers should take into account that their posts might influence their likelihood of being audit.

In the end, OECD (2016) states that the disposal of real-time data will create opportunities for revenue bodies in the future. Instead of catching and exploring transactions that have already occurred, revenue bodies can bear in mind how they might encourage real-time tax assessments. This opportunity may facilitate the creation of new tax indicators.

3. RESEARCH METHODOLOGY

3.1. Data

The data-sources exploited in the research article are Google Trends, the Spanish Ministry of Economy (MINECO) and the National Statistical Office (INE). Regarding Google
Trends, we carry out a search of keywords associated to fiscal fraud, what allows us to track the tax collection in high frequency. These keywords were selected properly from a previous review of thousands of court rulings. As far as MINECO is concerned, we focus on tax revenues. Regarding INE, we extract the GDP data.

All the data we use to build the STFI are published daily by Google Trends for Spain, but we construct the indicator monthly to contrast the results with the tax revenues that are published on a monthly basis. The time series begin in January 2005 and ends in January 2021; hence the quantity of observations reaches 189.

3.2. Variables

We use three variables in the empirical study: 1) a composite indicator concerning tax fraud, 2) a tax collection indicator, and 3) GDP, all of them for Spain.

The composite indicator is called “suspicion of tax fraud indicator” (STFI). It includes the following keywords, extracted from Google Trends: Fiscal evasion, deductible, deductible expenses, subsistence allowance, income tax subsistence allowances, amount of tax / tax liabilities, income tax, invoice, rental income, and Tax Agency (AEAT).

According to Google, the numbers of these variables indicate the search interest compared with the maximum rate in a region and period. A quantity of 100 implies the highest popularity of a word, while 50 suggest that a word is half popular compared with the maximum rate.

All these keywords have been identified previously in the Sentences of the Spanish Supreme Court in the Contentious-Administrative field. For the search and selection of keywords, the Tirant Analytics database was used. It is a tool developed by
Tirant lo Blanch with the collaboration of Universidad Carlos III de Madrid. Tirant Analytics combines artificial intelligence and big data to obtain interesting data, relates them and generates information and interactive graphics in relation to jurisprudence and legislation.

Four jurisprudence searches have been carried out, selecting the following concepts as the object of the process: fraud, Personal Income Tax, Corporation Tax and Value Added Tax, from January 2006 to January 2020. The assumptions that were repeated more frequently in each of the searches carried out have been identified and included in our composite fiscal fraud indicator.

The total number of judgments reviewed was 10,880, having selected those words that referred to the legal-tax assumptions that had a relative weight greater than 50% in relation to other concepts that were repeated to a lesser extent in the judgments.

As far as tax collection is concerned, we have utilized the variable “general government revenue: taxes” in millions of euros, not seasonally adjusted, whose data-source is the Spanish Ministry of Economy.

Regarding the Gross Domestic Product, we have used the GDP at constant prices, released by the Spanish Statistical Office.

3.3. Techniques

3.3.1. Factor analysis to create the composite suspicion of tax fraud indicator (STFI)

The 10 variables have been condensed into the composite suspicion of tax fraud indicator (STFI) through a factor analysis (principal component). Also, the weights have been obtained through the component matrix.
We have studied the set of variables \((X_1, X_2, \ldots, X_{10})\) on our observations and determined, from them, the factor \(F_1\) as a linear combination of \(X_1, X_2, \ldots, X_{10}\), thus:

\[ F_j = a_{j1}X_1 + a_{j2}X_2 + \ldots + a_{j10}X_{10} \]

where \(a_j\) are the variables weights.

This technique is widely applied to create economic indexes because it allows analysts to construct non-arbitrary weights synthetic indicators through linear combinations (Poza and Monge, 2020; Munda and Nardo, 2005).

### 3.3.2. Unit roots

To analyse the stationarity of our dataset we have employed unit root tests like ADF tests established by Fuller (1976) and Dickey and Fuller (1979). Non-parametric estimates of spectral density of \(u_t\) at zero frequency have been used following the methodology proposed by Phillips (1987) and Phillips and Perron (1988). Finally, the unit root tests proposed by Kwiatkowski et al. (1992), Elliot, Rothenberg and Stock (1996) and Ng and Perron (2001) have been used taking into account their deterministic trends. We conclude that all of them have produced the same results.

### 3.3.3. Fractional integration

The non-stationary nature of numerous financial and economic time series is an important characteristic that can be described by several models. The standard approaches until 1980s was to apply deterministic functions of time where the residuals on the regression model were I(0) stationary. With the research done by Nelson and Plosser (1982) there was a consensus about the non-stationary component of most series was stochastic and the use of unit roots or first differences I (1) was the way to go. On the other hand, to
achieve stationarity I (0), the number of differences does not necessarily have to be an integer value, since it can be any point on the real line and therefore fractional I(d).

Observations that are far apart in time but highly correlated is a feature of the long memory and it is able to be captured by the I(d) models. The form of this models is:

\[(1 - L)^d x_t = u_t, \quad t = 1, 2, ..., \quad (1)\]

where \(x_t\) represents a time series, \(d\) represents any real value, \(L\) is the lag-operator \((Lx_t = x_{t-1})\) and the covariance stationary process is represented by \(u_t\) where the spectral density function, that is positive and finite at the zero frequency, displays a type of time dependence in the weak form. For this reason, we can state if \(u_t\) is ARMA (p, q), \(x_t\) is ARFIMA (p, d, q).

Adenstedt (1974), Granger and Joyeux (1980), Granger (1980; 1981) and Hosking (1981) were the authors that introduced the idea of fractional integration.

From equation (1), the polynomial \((1 - L)^d\) is expressed in terms of binomial expansion where for all real \(d\), \(x_t\) depends not only on a finite number of past observations but also on the whole of its history. So, a higher value of \(d\) implies a higher level of association between the observations of the series.

Given the parameterization in (1), one can differentiate between various cases depending on the value of the parameter \(d\), and several specifications based on (1) can be noted.

Following Hosking (1981), the next table 1 summarizes the different values of \(d\) and the corresponding consequences for the mean (or trend), variance, and duration of the shock.
Table 1. Interpretation of the results of $d$ for the ARFIMA models.

<table>
<thead>
<tr>
<th>$d$</th>
<th>Mean (or trend) and variance</th>
<th>Shock duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 0$</td>
<td>Short-run mean-reversion</td>
<td>Short-lived</td>
</tr>
<tr>
<td></td>
<td>Finite variance</td>
<td></td>
</tr>
<tr>
<td>$0 &lt; d &lt; 0.5$</td>
<td>Long-run mean reversion</td>
<td>Long-lived</td>
</tr>
<tr>
<td></td>
<td>Finite variance</td>
<td></td>
</tr>
<tr>
<td>$0.5 \leq d &lt; 1$</td>
<td>Long-run mean reversion</td>
<td>Long-lived</td>
</tr>
<tr>
<td></td>
<td>Infinite variance</td>
<td></td>
</tr>
<tr>
<td>$d = 1$</td>
<td>No mean-reversion</td>
<td>Infinite</td>
</tr>
<tr>
<td></td>
<td>Infinite variance</td>
<td></td>
</tr>
<tr>
<td>$d &gt; 1$</td>
<td>No mean-reversion</td>
<td>Infinite; effect increase as time moves forward</td>
</tr>
<tr>
<td></td>
<td>Infinite variance</td>
<td></td>
</tr>
</tbody>
</table>

Following the Akaike information criterion (AIC) (Akaike, 1973) and the Bayesian information criterion (BIC) (Akaike, 1979) we choose the most appropriate ARFIMA model. Also, we present our results following the likelihood process suggested by Sowell (1992) in contrast other several procedures (see Geweke and Porter-Hudak, 1983; Phillips, 1999; 2007; Robinson, 1994;1995a,b; etc.)

3.3.4. FCVAR model

The Fractionally Cointegrated Vector AutoRegressive (FCVAR) model is a generalization of Johansen’s (1996) Cointegrated Vector AutoRegressive (CVAR) model to allow for fractional processes of order $d$ that co-integrate to order $d - b$ with $b > 0$. The FCVAR model was introduced by Johansen (2008), developed by Johansen and
Nielsen (2010; 2012). The advantage of this model is the ability to use stationary and non-stationary time series.

To introduce the FCVAR model, we present first the non-fractional CVAR model. Being $Y_t, t = 1, ..., T$ a $p$-dimensional I(1) time series, the CVAR model is:

$$
\Delta Y_t = \alpha \beta' Y_{t-1} + \sum_{i=1}^{k} \Gamma_i \Delta Y_{t-i} + \epsilon_t = \alpha \beta' L Y_t + \sum_{i=1}^{k} \Gamma_i \Delta L^i Y_t + \epsilon_t. \tag{1}
$$

where $\Delta^b$ and $L_b = 1 - \Delta^b$ represent the difference and the lag operator. These are utilized to derive the FCVAR model. We then find:

$$
\Delta^b Y_t = \alpha \beta' L_b Y_t + \sum_{i=1}^{k} \Gamma_i \Delta L^i_b Y_t + \epsilon_t, \tag{2}
$$

which is applied to $Y_t = \Delta^{d-b} X_t$ such that

$$
\Delta^d X_t = \alpha \beta' L_b \Delta^{d-b} X_t + \sum_{i=1}^{k} \Gamma_i \Delta^b L^i_b Y_t + \epsilon_t. \tag{3}
$$

where, $\epsilon_t$ is $p$-dimensional independent and identically distributed with mean zero, and variance-covariance matrix $\Omega$. The parameters $\alpha$ and $\beta$ are $p \times r$ matrices, where $0 \leq r \leq p$. In matrix $\beta$ the columns are the cointegrating relationships and $\beta' X_t$ are the stationary combination, i.e., the long-run equilibrium, which is integrated to order $d$, and the short-run parts from the long-term equilibrium are integrated to order $d - b$. The coefficients in $\alpha$ correspond to the velocity of adjustment unto equilibrium. Hence, $\alpha \beta'$ is the adjustment long-term and $\Gamma_i$ represents the short-run behaviour of the variables.

Compared with the CVAR model, there are two other parameters in the FCVAR model. The order of fractional integration of the observable time series is represented by the parameter $d$. The degree of fractional cointegration, that is, the reduction in fractional integration order of $\beta' X_t$ compared to $X_t$ itself, is represented by the parameter $b$. 
The relevant ranges for $b$ are $(0, \frac{1}{2})$, in which case the equilibrium errors are fractional of order greater than $1/2$ and hence non-stationary although mean-reverting, and $(\frac{1}{2}, 1]$, in which case the equilibrium errors are fractional of the order less than $1/2$ and are stationary (Dolatabadi et al., 2015). Mention that for $d = b = 1$, the FCVAR models is reduced to the CVAR model, which is therefore nested in the FCVAR model as a special case.

As an intermediate step toward the final model, we consider a version of model (2) with $d = b$ as an assumption of no persistence in the cointegration vectors and a constant mean term for the cointegration relations. That is to say:

$$\Delta^d X_t = \alpha (\beta' L_d X_t + \rho') + \sum_{i=1}^{k} \gamma_i \Delta^d L^i X_t + \varepsilon_t$$  \hspace{1cm} (5)

The simple model considered is the following:

$$\Delta^d (X_t - \mu) = L_d \alpha \beta' (X_t - \mu) + \sum_{i=1}^{k} \gamma_i \Delta^d L^i X_t + \varepsilon_t$$  \hspace{1cm} (6)

where $\mu$ represents the level parameter that shifts each of the series by a constant to avoid the bias related to the starting values in the sample (Johansen and Nielsen, 2016). $\beta' \mu = -\rho'$ represents the mean stationary cointegrating relations.

The asymptotic analysis in Johansen and Nielsen (2012) shows that the maximum likelihood estimators of $(d, \alpha, \Gamma, ..., \Gamma_2)$ are asymptotically normal, while the maximum likelihood estimator of $(\beta, \rho)$ is asymptotically mixed normal when $d_0 < 1/2$ and asymptotically normal when $d_0 > 1/2$. Several empirical papers like Baruník and Dvořáková, 2015; Maciel, 2017; Aye et al., 2017; Dolatabadi et al., 2018; Jones, Nielsen and Popiel, 2014; Gil-Alana and Carcel, 2020; Poza and Monge, 2020; Monge and Gil-Alana, 2021a,b; among others have been used FCVAR models.
The MATLAB codes for the FCVAR model estimation are provided in Nielsen and Popiel (2018).

3.3.5. Continuous Wavelet Transform (CWT)

Continuous Wavelet Transform (CWT) has been applied to several research papers in finance and economics in order to understand the behaviour of time series in the time-frequency domain (see Aguiar-Conraria and Soares, 2011 and 2014; Vacha and Barunik, 2012; Dewandaru, Masih and Masih, 2016; Tiwari, Mutascu and Albulescu, 2016; Jammazi et al., 2017; Poza and Monge, 2020; Monge and Gil-Alana, 2021a and b; among others).

Stationary is not required to carry out a wavelet analysis. Also, this methodology allows us to find evidence of changes in patterns between the time series analysed.

Two tools are used with this methodology to get the results: wavelet coherency and wavelet phase-difference.

First, we apply wavelet coherency that shows the correlation in time and frequency between both time series in a dimensional diagram into a function of \( \tau \) and \( a \), identifying hidden patterns or information.

The \( WT_x(a, \tau) \) is defined as:

\[
WT_x(a, \tau) = \int_{-\infty}^{+\infty} x(t) \frac{1}{\sqrt{a}} \psi^* \left( \frac{t-\tau}{a} \right) \, dt,
\]

where \( WT_x(a, \tau) \) refers to wavelet coefficients of \( x(t) \); \( a \) refers to the position of a wavelet in the frequency domain, \( \tau \) refers to the position in the time domain. The mother wavelet \( (\psi) \) that has been chosen for this research paper has been Morlet because we are going to be able to measure the synchronism between time series due to its characteristics.
of complex sine wave within a Gaussian envelope (see Aguiar-Conraria and Soares, 2014).

Second, we use the wavelet coherence to interpret and understand the integration of the time series obtained in the previous step. So, we define the wavelet coherence as:

$$WCO_{xy} = \frac{SO(WT_x(a,\tau)WT_y(a,\tau)^*)}{\sqrt{SO([WT_x(a,\tau)]^2)SO([WT_y(a,\tau)]^2)}},$$

where $SO$ is a smoothing operator in both time and scale. Without the smoothing operator, the wavelet coherency would be always one for all times and scales (see Aguiar-Conraria, Azevedo and Soares, 2008 for details). Aguiar-Conraria's website provides the CWT's MATLAB code for the calculations of estimators and test statistics.\(^1\)

4. **EMPIRICAL RESULTS.**

4.1. **Suspicion of tax fraud indicator (STFI)**

Through using the factor analysis by means of the 10 variables earlier outlined, we generate the final indicator (see Figure 1).

The technique implemented was consistent in accordance with KMO and Bartlett test (0.801 and p-value<0.05, respectively). Additionally, STFI’s weights derive from the component matrix (factor loads), that deduce the magnitude of each original variable within the composite indicator.

\(^{1}\) https://sites.google.com/site/aguiarconraria/joanasoares-wavelets
In terms of equation:

\[
STFI = 0.063 \text{ fiscal evasion} + 0.094 \text{ deductible} + 0.161 \text{ deductible expenses} + 0.139 \text{ subsistence allowance} + 0.095 \text{ income tax subsistence allowances} + 0.090 \text{ amount of tax / tax liabilities} + 0.095 \text{ income tax} - 0.028 \text{ invoice} + 0.101 \text{ rental income} + 0.190 \text{ Tax Agency (AEAT)}.
\]

The three most important variables to measure the suspicion of tax fraud in Spain are “tax agency (AEAT)”, “deductible expenses” and “subsistence allowance”, according to the weights. Positive sign means the more the level is (the use of the keyword is high), the more the fiscal fraud will be; therefore, the less the tax revenue will probably be. And
vice versa if the sign is negative. Graph 1 shows the inverse association between STFI and tax collection.

**Graph 1. STFI vs Tax Collection in Spain**

Once STFI has been created, we calculate correlations among STFI, Tax Collection and real GDP to contrast the degree of association. The Pearson correlation coefficient of STFI vs Tax Collection is -0.500, and STFI vs Tax Collection (t-1) -0.506 (99% confidence interval, see Table 2), which implies a slight improvement of leading tax revenues. As expected, GDP vs Tax Collection presents a positive and statistically significant correlation.

**Table 2. Correlation coefficients STFI, Tax Collection and GDP**

<table>
<thead>
<tr>
<th>Correlations</th>
<th>STFI</th>
<th>TAX COLLECTION</th>
<th>TAX COLLECTION (t – 1)</th>
<th>GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pearson</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STFI</td>
<td>1</td>
<td>-.500**</td>
<td>-.506**</td>
<td>-.031</td>
</tr>
<tr>
<td>Correlation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>coefficient</td>
<td></td>
<td>.000</td>
<td>.000</td>
<td>.685</td>
</tr>
<tr>
<td>Sig. (bilateral)</td>
<td>172</td>
<td>168</td>
<td>169</td>
<td>170</td>
</tr>
<tr>
<td><strong>Correlation coefficient</strong></td>
<td>-.500**</td>
<td>1</td>
<td>.811**</td>
<td>.287**</td>
</tr>
</tbody>
</table>

Source: Own elaboration from Google Trends and MINECO
These moderate correlations seem interesting enough to deeply analyze the relationship between the STFI and Tax Collection through fractional integration and cointegration procedures in the next section.

### 4.2. Unit roots tests

To assess the statistical properties of the original series and its differences to achieve robust outcomes, we start the analysis by performing the Augmented Dickey-Fuller test (ADF), Phillips and Perrron (PP, 1988) and Kwiatkowski et al. (KPSS, 1992). Table 3 displays the results, which suggest that the tax collection and the new indicator of fiscal suspicion are stationary I(0). Finally, we have to perform first differences on GDP time series to get stationary I(0) behavior.

<table>
<thead>
<tr>
<th>Table 3. Unit roots tests.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>(i)</td>
</tr>
<tr>
<td>Tax collection</td>
</tr>
<tr>
<td>Indicator of Fiscal Suspicion</td>
</tr>
<tr>
<td>GDP</td>
</tr>
</tbody>
</table>

(i) Refers to the model with no deterministic components; (ii) with an intercept, and (iii) with a linear time trend. * Denotes a statistical significance at the 5% level.
4.3. Results of long memory tests

According to the methodology explained before, and the low power of the unit root methods under fractional alternatives\textsuperscript{2}, we use ARFIMA (p, d, q) models to study the persistence of the tax collection, the new indicator of fiscal suspicion and the GDP. AIC criterion (Akaike, 1973) and BIC (Akaike, 1979) criterion were selected to select AR and MA orders in the models\textsuperscript{3}

The estimates of $d$ following the maximum likelihood estimator proposed by Sowell (1992) are in table 4. We have considered for each time series various ARFIMA (p, d, q) specifications with all combinations of $p, q \leq 2$.

<table>
<thead>
<tr>
<th>Data analyzed</th>
<th>Sample size (weeks)</th>
<th>Model Selected</th>
<th>d</th>
<th>Std. Error</th>
<th>Interval</th>
<th>I(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tax collection</td>
<td>168</td>
<td>ARFIMA (0, d, 0)</td>
<td>0.493679</td>
<td>0.0086885</td>
<td>[0.48, 0.51]</td>
<td>I(d)</td>
</tr>
<tr>
<td>Indicator of Fiscal Suspicion</td>
<td>168</td>
<td>ARFIMA (0, d, 0)</td>
<td>0.4001668</td>
<td>0.0782432</td>
<td>[0.27, 0.53]</td>
<td>I(d)</td>
</tr>
<tr>
<td>GDP</td>
<td>168</td>
<td>ARFIMA (1, d, 2)</td>
<td>0.057581</td>
<td>0.283567</td>
<td>[-0.41, 0.52]</td>
<td>I(d), I(0)</td>
</tr>
</tbody>
</table>

We see from Table 4 that the estimates of $d$ in the case of Tax Collection, Indicator of Fiscal Suspicion and GDP are equal, where the values of $d$ are in the range (0, 1), implying fractional integration. The findings show that the $d$ is less than 1 in all the time


\textsuperscript{3}According to Hosking (1981) and Beran et al. (1998), the AIC and BIC criterion could not be the best criteria under the assumptions of fractional models.
series analyzed. As we can see, the tax collection and the leading indicator have a similar statistical behavior \( (d=0.49 \text{ and } d=0.40, \text{ respectively}) \), which implies mean reversion. On the other hand, GDP will behave similarly to the other two time series, with \( d = 0.05 \), which implies that the shocks will have a temporary effect on the GDP behavior, and these effects will disappear by themselves in the short-term and in less time than the other two time series.

4.4. Results of FCVAR model

To contrast the possible existence of persistence in the long-run co-movements of the series, we use FCVAR model proposed by Johansen and Nielsen (2012). Table 5 recaps the outcomes of the FCVAR model:

Table 5. Results of the FCVAR model \((d \neq b)\)

<table>
<thead>
<tr>
<th></th>
<th>(d)</th>
<th>Tax collection</th>
<th>Indicator of Fiscal Suspicion</th>
<th>GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel I: Tax Collection, Indicator of Fiscal Suspicion and GDP</td>
<td>(d = 0.501 (0.044))</td>
<td>1.000</td>
<td>-3860.691</td>
<td>-2875.266</td>
</tr>
<tr>
<td>Indicator of Fiscal Suspicion</td>
<td>(b = 0.501 (0.012))</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Following the Jones, Nielsen and Popiel (2014) suggestions regarding the lag value \((k = 3)\). Also, we consider deterministic components and cointegration rank \((r)\) to get our results. In Panel I we indicate the estimate of common order of integration for the Tax Collection, Indicator of Fiscal Suspicion and GDP. The value of the fractional
differencing parameter is lower than 1 \((d < 1)\) for the panel. So, the order of integration in the cointegrating regression is precisely of the same magnitude, 0.501, implying that the order of integration \((d - b) = 0\), which, in turn, implies I(0) cointegration errors. So, we cannot refuse the hypothesis where the shock duration is short-lived due to the error correction term shows short-run stationary behaviour.

4.5. Results of Wavelet Continuous Transform

To identify the dependence along time and to identify when structural changes occur between composite suspicion of tax fraud indicator (STFI) and tax collection time series we have calculated the wavelet coherency and phase difference. The results are displayed in figure 2.

Figure 2: Wavelet coherency and phase difference results

The contour designates the 5% significance level. Coherency ranges from blue (low coherency) to yellow (high coherency). (a) Wavelet coherency. (b-c) Phase difference.

Panel (a) represents the wavelet coherency that explains the interrelations between both time series, showing the strength of the relationship and in which frequency occurs. From the scale 1 (a single month) up to scale 18 (approximately a year and a half), the frequencies are displayed on the vertical axis. On the hand, all the sample period is represented in the horizontal axis.
To identify the high frequency and the high coherence with statistical significance of local correlations between time-frequency domain we have used Monte Carlo simulations, where the regions with significance values at 5% are represented by the black contour. The relation of both time series, one in relation to the other, is understandable using the frequency bands represented in panel (b) and (c), that are 1.5-12 frequency band and 12.5-16 frequency band, respectively.

The principal regions with statistically significant coherency are in low frequency (short term) that correspond to cycles between 1 to 2 months. If we focus on the phase-difference, we observe that this region stays between 0 and $-\pi/2$, which means that tax collection is negative correlated with STFI, except for the period between the last quarter of 2017 and mid-2018.

The first result is consistent with the economic theory, the more the fiscal fraud is, the less the tax collection will be (Sen Gupta, 2007; World Bank, 2017). However, we can observe an interesting outcome in 2017 and 2018. In these years, the correlation between STFI and tax collection is positive, which may seem illogical, nonetheless the high economic growth experienced by the Spanish economy in those years offsets the evolution of fiscal fraud. We must consider that tax revenues are explained by numerous factors (Castro and Ramírez Camarillo, 2014; Boukbech, et al., 2018).

According to AEAT (2017), tax revenues in 2017 increased by 4.1%, reaching 193,951 million euros. This variation did not have its main origin in regulatory changes, but in the evolution of tax bases and the result of the annual income tax and corporation tax returns with which the year 2016 was settled. The tax bases of the main taxes grew by 5.6% in 2017 thanks to job creation and higher profits. For its part, spending increased, and with special intensity in the first part of the year, due to the price increases observed at the end of 2016 and the beginning of 2017.
Additionally, AEAT (2018) states that, in 2018, tax revenues reached the figure of 208,685 million euros, which represented a growth of 7.6%. The increase compared to 2017 is affected by the change in the VAT filing dates of taxpayers under the Immediate Supply of Information System⁴, a change that occurred in July 2017 and which meant a displacement of income from 2017 to 2018. If this element is corrected, revenues would have grown by 5.4%. 2018 was a year of deceleration; however, domestic demand slowed less than real GDP and compensation of wage earners grew more than in 2017, thus the aggregate base of the main taxes grew by 6.1%, one point more than in 2017.

5. CONCLUSIONS.

Article 31.1 of the Spanish Constitution determines that "we will all contribute to the support of public expenditures...". Therefore, it is the responsibility of the Tax Agency to employ the tax system in this sense to comply with the constitutional principle by virtue of which everyone must contribute to the maintenance of public expenditures in accordance with their economic capacity. The main objective of the Tax Agency is to promote voluntary compliance by citizens with tax obligations to defray public expenses. Thus, it forms two routes of decision-making: firstly, the provision of information and assistance services to the taxpayer to diminish the indirect costs related to compliance with tax obligations and, secondly, the detection and regularization of tax breaches through actions control and fight against fraud.

In recent years, the generalization of services to assist citizens in complying with their tax obligations and the permanent improvement of the quality of these services, has

---

⁴ It is a new VAT processing system, developed by the Spanish Tax Agency, for the electronic management of VAT registration books, which means an almost immediate supply of billing records.
allowed the Spanish Tax Agency to be considered a reference Administration throughout the world in providing services to taxpayers.

However, the undoubtedly positive assessment that citizen information and assistance services deserves is not accompanied by a similar assessment when it comes to the other basic line of action of the Tax Agency: tax control and the fight against tax fraud. Consequently, the Tax Agency, in compliance with the purposes established in its creation law, must rethink its strategy for the prevention and control of tax fraud.

As seen in the literature review, fraud has a clear impact on the income of the public sector and, therefore, on the quality of the public services provided by the state. At the same time, it generates situations of tax injustice among those taxpayers who comply with their obligations and are forced into a situation of unfair competition against those who do not meet their tax obligations.

To face the necessity of identifying fraud situations, several authors have developed some tax indicators and techniques based on big data analytics, which are helping authorities to create a complex profile of evaders. In this regard, we have built a composite suspicion of tax fraud indicator to foresee tax collection in Spain. A statistical analysis has been carried out to know the degree of persistence and the long-run relationship between time series utilizing fractional integration and FCVAR approaches. The first step in this research paper has been to perform ADF (Dickey and Fuller, 1979), PP (Phillips and Perron, 1988), and KPSS (Kwiatkowski et al., 1992) unit root tests. The results suggest that the tax collection and the new indicator of fiscal suspicion are stationary I(0). We have to perform first differences on GDP time series to get stationary I(0) behavior.

As we mentioned previously, time series depend on all observations from history. So, fractional integration methods are relevant in this research paper because allow us to
know the degree of dependence of the time series and also if there is a shock on fiscal fraud and tax collection on Spanish GDP, how would it be, temporary or permanent.

The outcomes that we achieve applying the ARFIMA (p, d, q) model indicate that the d is less than 1 in all the time series analyzed. As we can see, the tax collection and the leading indicator have a similar statistical behavior (d=0.49 and d=0.40, respectively), which implies mean reversion. On the other hand, GDP will behave similarly to the other two time series, with d = 0.05, which implies that the shocks will have a temporary effect on the GDP behavior, and these effects will disappear by themselves in the short run and in less time than the other two time series.

Using FCVAR for the multivariate assumption, we have achieved results very similar to the previous one, where the parameter d that represents the order of integration of individual series is 0.501, being the short-run part from the long-term equilibrium integrated to order \((d - b) = 0\). Therefore, the hypothesis that the duration of the shock is short-lived we cannot be rejected.

We use Continuous Wavelet Transform in order to know the relationship in time-frequency between STFI and tax collection and to know how these relationships have evolved over time. We observe that the tax collection is negatively correlated with STFI, being consistent with the economic theory where the more the fiscal fraud is, the less the tax collection will be (World Bank, 2017; Sen Gupta, 2007). However, we can observe an interesting outcome in the last quarter of 2017 and mid-2018 where they indicate a positive correlation because the high economic growth offsets the fiscal fraud (AEAT 2017 and 2018).

This contribution is in line with the idea of searching for tools that facilitate Administration the measurement and prevention of tax fraud, recommended by OECD (2016).
The STFI that we present can be of great help in this regard since it allows us to track trends in the intention of fraud and, based on them, design specific control policies. This indicator puts technology and data analysis at the service of the fight against fraud and, therefore, at the service of the whole of society.

A technological tool, such as the one proposed, does not constitute a single solution to the challenge of tax evasion, but, if it is applied effectively, it can be a complement and an important advance in this field.

In any case, the design of instruments to solve this problem, which is international in nature and which the UN Agenda for Sustainable Development 2030 has indicated as one of its priorities, must be accompanied by a series of measures that guarantee the success. All solutions must be accompanied by adequate legislative measures that guarantee greater control and compliance by all citizens. Likewise, the effectiveness of any measure will depend largely on the collaboration of taxpayers and international cooperation.
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