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Abstract 
The medical field has come a long way in recent years. This fact is directly related to the 
application of computer science, particularly artificial intelligence. Computer vision is one 
of its applications with the most significant knowledge transfer to private companies or 
organizations. Due to the large number of tests based on images, it has multiple benefits in 
medical diagnosis. These benefits go from health to economics, passing through time sav-
ings. Most people know X-rays or scanners, but others have not been applied too much like 
thermographies. Although they are inexpensive, non-invasive, painless, and easy to imple-
ment in remote areas, their scientific evidence is not very extended. In this paper, we evalu-
ate different approaches based on four use cases depending on which treatment we applied 
to the images. This step leads to various scenarios that could benefit from using advanced 
hybrid Artificial Intelligence models. Evaluating the solutions will not only provide us 
with an accurate model. Still, it will also allow us to understand further how the differ-
ent thermograph information influences the diagnosis. Results show that by separating the 
thermography by three ranges of temperatures and using a hybrid model of convolutional 
neural networks and evolutive algorithms, we can achieve accuracy near 94%.
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1  Introduction

We consider Artificial Intelligence (AI) one of the most current subjects. It is defined by 
[44] as a set of methods to analyze and decipher mechanisms of intelligent human behav-
iours. Then, machines reproduce these mechanisms, not necessarily in the same way. In 
recent years, AI has made significant progress in several fields. This fact directly links to 
the creation of massive amounts of data every day and the possibility of acquiring high-
performance computing equipment at low prices. Just in the medical data field, the US 
can reach the yottabyte (1024 gigabytes) [41]. The nature of these data is very diverse from 
images of different body parts, texts from the records of patients, or biological signals like 
electroencephalograms, [42]. Depending on the type of data, physicians could implement 
some applications in their routine like medical text summarizing in the field of Natural 
Language Processing (NLP), [3], epileptic seizure prediction in signal processing, [11] or 
brain tumor detection in computer vision, [1].

Among the different application fields, we can highlight computer vision as the most 
developed one in AI. It is defined by [22] as creating autonomous systems that perform 
human visual system tasks. It also has several subdomains: motion estimation, image res-
toration, or event detection. The applications of computer vision range from geographical 
motor sensing to human communication through healthcare, [56]. Medicine is benefiting 
from computer vision by making more accurate predictions. It saves money in terms of 
healthy people who are not diagnosed as sick and time dedicated by physicians. It improves 
the rates of healed people, which impacts the mental health of people or the number of 
leaves of absence. [4] depicts those synergies between AI techniques and healthcare will 
improve, making the field more data-dependent. It also states that physician AI applica-
tions will support but not replace them unless those unable to handle such techniques.

We named the field of computer vision in medicine medical imaging or medical image 
analysis. The definition in [2] describes it as diagnosing and studying human diseases 
using collected images from different body parts. The most usual ones are X-rays, Mag-
netic Resonance Imaging (MRI), or ultrasound. The problems with these techniques are 
the high costs that made them unaffordable for some countries, how painful they are, their 
invasiveness of leaving radiation waste, and their difficulty transporting it due to the size 
of the machines. This way, thermography/Medical Infrared Thermography (MIR) does not 
have these problems. In the case of mammographies, they have issues with false positives 
(healthy people diagnosed with cancer), [20], with consequences in the psychological state 
of patients and unnecessary expenses for the system, [43]. Previous statements indicate that 
there is room for improvement.

Thermography is the technique that allows registering and visualizing an object’s 
temperature [19]. It has multiple applications in medicine, such as reconstructive sur-
gery, dermatology, or breast cancer diagnosis, [23]. Although seminal studies of breast 
cancer diagnosis using thermographies produced a lack of enthusiasm due to the ther-
mal images’ subjectivity [27], it has several benefits. Its portability and low cost allow 
the introduction in countries with limited resources and isolated areas. In terms of body 
human benefits, it is painless and has no radiation, [29]. Related to the quality of the 
diagnosis [39] suggest that it could be used in screening stages, obtaining accurate 
predictions in combination with computer science tools. Roslidar et  al. [43], also, the 
poor results in diagnosis are related to the lack of experience in interpreting the images. 
Hence, our focus is not solely on developing a diagnostic method with high accuracy, 
but also on deriving interpretive insights about the use of thermography within the 
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diagnostic process. This dual aim promotes both effective detection and a deeper under-
standing of the underlying decision mechanisms of the method.

So, if we talk about thermographies and computer vision, we should speak of artifi-
cial intelligence techniques. These have demonstrated their good performance in handling 
large amounts of data to solve human tasks such as breast cancer diagnosis. In particular, 
deep learning was a significant milestone in computer vision with the rise of AlexNet, [30]. 
LeCun et al. [32] defines deep learning as models composed of multiple processing layers 
that learn data representations with multiple levels of abstraction. In the context of diag-
nosis, deep learning models generate probabilistic outputs, which can be interpreted as the 
likelihood of belonging to a specific class. In this particular case, the classes correspond to 
’healthy individuals’ and ’breast cancer patients’. In several of our approaches, we employ 
multiple deep learning models concurrently for diagnosis. For these scenarios, we incor-
porate evolutionary algorithms to optimally weigh the contributions of the different deep 
learning models towards the final diagnosis. This enables us to maximize the synergistic 
potential of using multiple models and enhance the overall diagnostic performance.

The main motivation for this work lies in three aspects the use of thermographies, the 
application of deep learning models, and the usage of evolutive algorithms. The benefits 
of using thermographies are related to costs and the ease of transporting thermographic 
cameras. Deep learning models have been used because they obtain the best results in com-
puter vision tasks. Regarding evolutive algorithms, they are used in two ways. First, it is 
used to obtain a formulation to calculate the final diagnosis in the approaches that use mul-
tiple deep learning models. Second, it allows us to understand how thermographies can be 
interpreted which is one of the problems of using this medical test.

The main contribution of this paper consists of evaluating four ways of treating thermogra-
phies and how they influence breast cancer diagnosis by using thermal images in deep learning 
models or deep learning models combined with evolutive algorithms. One of these approaches 
can be found in the seminal paper by Nogales et  al. [37], where a diagnosis was made by 
separating the thermographies by the red, green, and blue channels of an image into three dif-
ferent ones. Then, these images are fed to three other convolutional neural networks whose 
results are processed by an evolutive algorithm to obtain how much each model contributes 
to the final diagnosis. The usage of the evolutive algorithm allows us to leverage the influence 
of the three-channel colors in the final depending on their performance when diagnosing a 
patient with breast cancer or not. This decision was taken to avoid calculating the percentage 
of belonging to one class or another (final diagnosis) just averaging the contribution given 
by the three CNN models. In this way, the more accurate models will increase their percent-
age of influence on the final diagnosis. In two of these approaches, the followed workflow is 
the same, but we are adding a dynamic separation of the low, medium, and high-tempera-
ture ranges in the present work. This dynamic separation is based on the temperature differ-
ences that exist in the patients’ bodies. By using this dynamic separation, we obtain two new 
approaches which are a similar hybrid model to the seminal paper but only using the tempera-
ture ranges: in one case with high, medium, and low temperatures and another with the two 
most influential ranges of temperature. Apart from that, we implemented one case that uses the 
thermography images as a whole by feeding them directly to a convolutional neural network.

The innovation in this paper stems from the dynamic preprocessing techniques utilized 
to divide images according to temperature ranges, the combined approach that fuses deep 
learning models with evolutionary algorithms, and the outcomes after their training. These 
results offer not only high accuracy in breast cancer diagnosis but also provide interpretive 
insights, shedding light on the influence of various temperature ranges on the diagnostic 
process.
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The rest of the paper has the following sections. Section 2 makes a state of art related 
to artificial intelligence and its application with thermographies and breast cancer. Sec-
tion 3 describes the used dataset and the different methods that have been used. Section 4 
describes in-depth the solution proposed for the three use cases and its results, the perfor-
mance of the best model after a human evaluation. Finally, Section 5 gets some conclu-
sions and exposes future works.

2 � Background

Thermographies have applications in several fields. [7] uses thermography images of build-
ings to evaluate Building Energy Model (BEM) simulations. Infrared images study cracks 
and propagation patterns in pillars, [49]. They are also used by [12] to detect pregnancy 
in horses. In the case of breast cancer, we have the following papers. Morales-Cervantes 
et al. [36] makes a classifier based on thermal asymmetries using the Sobel operator. Early 
breast cancer detection with temperature-based analysis (TBA), Intensity-based analysis 
(IBA), and Tumor Location Matching (TLM) is described in [18]. Finally, [21] segment 
breast cancer thermographies by improving the Chimp Optimization Algorithm.

AI techniques were applied to breast cancer with different medical tests except for ther-
mography. [16] use textural features extracted from mammographies to estimate the diag-
nostic accuracy using classical AI algorithms (linear regression, decision trees, or k-nearest 
neighbour). Similar algorithms like logistic regression and tree-based ones with mammog-
raphies are applied by [40] to discriminate between benign and malign tumours and detect 
the hormone receptor. The use of Magnetic Resonance Images (MRI) has been used by [25, 
24]. The former applies the QuantX score and the latter Support Vector Machine (SVM) both 
for breast cancer diagnosis. Finally, there are examples of using ultrasound tests to diagnose 
breast cancer. In [38], a Computer-Aided Diagnosis (CAD) system that uses feature extrac-
tion and SVM can differentiate between malign and benign tumors in ultrasound images. Wu 
et al. [57] also uses ultrasound images for breast cancer diagnosis but uses linear regression.

The previous papers use thermographies from several fields apart from breast cancer or 
breast cancer with AI techniques but using other medical tests. None of them applies both 
artificial intelligence techniques and thermographies. In the case of thermography for the 
diagnosis of breast cancer using artificial intelligence, [17] compiles a set of works. As can 
be seen, most works are classical ones and no deep learning models are applied in any of 
the works that appear in the review. For sure, the year of publication has some relation but 
in 2016 deep learning models were being applied for breast cancer diagnosis. This way, we 
cannot find many papers due to the lack of open datasets. The best known is [50], which 
was compiled at Hospital Universitário Antônio Pedro (HUAP) in Brazil and is freely avail-
able on its website.1 This dataset is used in [35], where the training set has a size of 1,520 
images after applying data augmentation strategies. The paper describes a method using a 
k-nearest neighbour algorithm that can diagnose breast cancer using a mobile phone with 
an accuracy of 99.21%. de Santana et al. [46] makes a comparison of different classifiers 
like Multilayer Perceptron (MLP), Random Forest (RF), or SVM, obtaining an accuracy of 
73.38% in the best case with 1,052 images. A hybrid model of an SVM with a Radial basis 
function kernel can diagnose breast cancer with 83.22% accuracy after being trained with 
images of 25 healthy people, 23 patients with benign tumors, and 12 with malignant, [18]. 

1  http://​visual.​ic.​uff.​br/​dmi/​proje​to.​php

http://visual.ic.uff.br/dmi/projeto.php


Multimedia Tools and Applications	

1 3

Another hybrid model of random subset feature selection (RSFS) and genetic algorithm 
is proposed by [47]. In this case, the training dataset contains 100 images, and the model 
obtains 91% accuracy. In [13], the classification task involved employing an SVM)for 
accurate categorization, while feature extraction was performed using linear discriminant 
analysis (LDA). The dataset in this work consists of two databases containing some fea-
tures from different patients. A comparison of multiple ML techniques for predicting and 
diagnosing breast cancer is presented in [26]. The training dataset consists of 30 image fea-
tures such as compactness, smoothness, and concavity. Finally, [15] combine the K-nearest 
neighbours classifier (KNN) with neighbourhood components analysis (NCA) to create a 
method that discriminates between breast cancer subtypes using Fourier transform infrared 
(FTIR) spectroscopic imaging.

Similar to our work, the use of deep learning models to diagnose breast cancer using ther-
mographies is low, as can be verified in [43]. In this review, only eight papers until 2020 
accomplish the characteristics. CNNs preprocess, make data augmentation, and modify data-
set size, [58]. In this case, the model works with 57 patients obtaining an accuracy of 92%. In 
[55], CNNs are also applied to classify thermography. It gets an accuracy of over 92% by seg-
menting infrared images by combining the curvature function k and the gradient vector flow. 
Another work using CNNs with the thermographies of the Brazilian dataset alongside clinical 
data from the patients can diagnose breast cancer with 97% accuracy, [45]. Lahane et al. [31] 
uses CNNs with segmented infrared images to classify between normal, benign, and malign. 
Then, [5] modified a deep learning model called V4 (MV4) for the early detection of breast 
cancer. In [14] different combinations of frontal, lateral 45-right, and lateral 45-left thermo-
graphic images are used with well-known CNN models such as DenseNet, ResNet, or VGG 
to diagnose breast cancer. Another work [6] made a comparison of three methods that com-
bine attention mechanisms with VGG16 to diagnose breast cancer in thermal images. Lastly, 
a paper with some similarities to ours is [10] whose study involves deep learning-based seg-
mentation of regions of interest, extraction of statistical and textural features, vascular net-
work analysis, and a CNN classifier to distinguish between normal and abnormal breasts.

Our work differs from the previous ones as it not only builds a classifier to diagnose breast 
cancer with thermographies and tries to explain how the thermographies behave by under-
standing how the different ranges of temperature influence the diagnosis. The main objective 
is to evaluate four different breast cancer classifiers using other methods to preprocess infra-
red images. Nogales et al. [37] presented one of the proposed solutions by segmenting them 
into three colour channels: red, green, and blue. For each segmented image, a CNN was used 
to diagnose breast cancer. Then, an evolutive algorithm was applied to make the final diagno-
sis of the model. In the present paper, we have added three other use cases. The best one uses 
the previous model modified by segmenting the images with a dynamic process of the low, 
medium, and high-temperature ranges. Then, we implement two more use cases: one trains a 
CNN model directly with the infrared image and another similar to the best model presented 
in this paper but only with the two most influential temperature ranges.

3 � Materials and methods

In this section, there is a description of the dataset used to train the models. Then, a for-
mal definition of the methods used during the four use cases. Finally, there is a descrip-
tion of the workflows in these use cases.
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3.1 � Breast cancer thermographies

During this work, we have used Database for Mastology Research (DMR) 5, which 
contains IR images for early detection of breast cancer. It contains thermographies, 
thermal matrices, and personal and clinical features from 287 University Hospital 
Antônio Pedro (HUAP) patients of the Federal Fluminense University of Brazil. The 
images were collected with a FLIR SC620 thermal camera with a sensitivity of less 
than 0.04ºC range and captured standard -40ºC to 500ºC. Compiled images have a size 
of 640 × 4,680 pixels and were obtained with a dynamic and a static protocol depend-
ing on the body’s behaviour concerning heat transfer. During the former, the tempera-
ture of the body is stable. In the latter, the patient’s body is cooled by a fan, so the 
temperature is monitored during recovery. Images of the static protocol were five (fron-
tal, two laterals of the left at 45º and 90º, plus the same for the right lateral). For the 
dynamic protocol, twenty images were taken for five minutes plus two lateral images of 
90º. Thermographies correspond to 287 patients with a total amount of 3,534 images 
that, suppose an average of 27 images per patient. The primary label of the image indi-
cates whether the patient is healthy or sick. The images have been built based on the 
temperature matrices; the information extracted from the camera. Examples of the 
dataset are compiled in Fig. 1.

Apart from the images, some personal and clinical data were collected. Personal data 
includes age, race, or marital status. Clinical data comprises eating habits, use of pros-
thesis, use of the hormone, the inclusion of mammography, or application of radiother-
apy. Another data is related to the moment of taking the images, which refers to body 
temperature and consumption of coffee or alcohol before the test.

The dataset acquisition was approved by the Ethical Committee of the HUAP and regis-
tered at the Brazilian Ministry of Health under number CAAE: 01042812.0.0000.5243 and 
is freely available under registration on the website.2

Fig. 1   Examples of the dataset used in the research

2  http://​visual.​ic.​uff.​br/​dmi/

http://visual.ic.uff.br/dmi/
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3.2 � An evaluation of breast cancer diagnosis based on thermographies image 
treatments.

This work aims to evaluate how we can improve the accuracy of different models depend-
ing on the treatment strategies applied to breast cancer IR images. By doing this, we are not 
only obtaining a model to diagnose whether a patient is sick or healthy based on thermog-
raphy but also analyzing if the information represented in this medical test can improve the 
results. For this purpose, we proposed four other methods for evaluating four different ways 
of treating the image.

The simplest one consists of just using the complete image in a convolutional neural 
network to obtain good accuracy in the diagnosis.

The second use case is the one presented in Nogales et  al. [37] which separates the 
thermography by color channels (red, green, and blue), uses these images in three different 
deep learning models, and leverages the contribution of each model to the final diagnosis 
by using an evolutive algorithm.

The third one is a two-step method based on the one presented in Nogales et al. [37], 
but in this case, it uses a dynamical separation of the low, medium, and high ranges of 
temperatures instead of the red, green, and blue channels. This method works as follows. 
First, we divide the thermography into three others that correspond to the low, medium, 
and high temperatures registered in the body. Given that average body temperature varies 
from individual to individual, these temperature ranges are dynamically established based 
on the maximum and minimum values obtained from the patient’s thermal matrix. This 
approach ensures a customized evaluation reflective of the patient’s unique thermal profile. 
The three images are then used to train three different CNN models to obtain a diagno-
sis for each temperature range. Each CNN has an output that represents the probability of 
being a patient with cancer or a healthy one, being the sum of them 1. In the second stage 
of the model, we merge the previous outputs to obtain an averaged final diagnosis of the 
patient. Depending on the temperature range, the model has more facility to get an accurate 
diagnosis; we are weighing the contribution of each of them. We have implemented an 
evolutionary algorithm to find the consensus-weighted contributions for all test cases to 
solve the previous problem. Figure 2 describes the workflow of this model. The IR image 
is separated into three images representing the low, medium, and high-temperature ranges. 
Then, a convolutional model is used to make a diagnosis with each of the segmented ther-
mographies. The formulation of the final diagnosis accuracy is obtained with the evolu-
tionary algorithm by making predictions with a test set.

The final use case works the same as the previous one but only uses the two most influ-
ential temperature ranges.

Convolutional neural networks  Convolutional neural networks are the most significant 
milestone in deep learning, particularly computer vision [33]. However, its real impact 
occurred in 2012, when [30] presented AlexNet, which could find the main characteristics 
of an image regardless of the location. These models could find parts to analyze an image 
and recognize elements previously found in others.

As in other deep learning models, CNNs have an input layer, different hidden layers, 
and an output layer. The second one contains convolutional blocks formed by a convo-
lutional layer and a pooling layer. These blocks are stacked so they can extract the main 
visual characteristics of the images used to train the model. By applying these blocks, the 
dimensionality of the images is reduced until a small piece of information contains its main 
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features. Convolutional layers work with kernels or filters, representing neurons and their 
weights. The filters go through all the training images and calculate the element-wise prod-
uct summed up, obtaining the output value, Eq. 1. The output represents an essential fea-
ture of the image. After passing the filter through the image, the final information is called 
the activation map, represented by a matrix of numbers. The hyperparameters to be tuned 
during the training stage are the number and size of filters.

In the Equation above, X represents an input image, and Wk is the filter with the kth 
features map, which applies the convolutional operator element by element (pixels 
multiplication).

The pooling layer is applied after the convolutional. This layer reduces the dimension-
ality by passing a filter through the activation map. There are two pooling layers: max (it 
computes the maximum value) and mean (it averages the activation map values).

Weighted‑average diagnosing evolutive algorithm  In this paper, we evaluate four use 
cases of a breast cancer diagnosis. Three of them are based on separating thermography 
into three or two images that correspond to temperature ranges and colour channels. In this 
case, we made the first diagnosis for each temperature or colour channel range and then a 
final diagnosis by obtaining a formula with an evolutive algorithm that weights the con-
tribution of the previous CNN models with differential evolution (DE). DE, a population-
based metaheuristic search algorithm, was proposed by [54].

The algorithm starts with an initial population of individuals (chromosomes), each a 
possible solution to the problem. The individuals with better fitness are considered the best 
ones and are selected as "parents" of a new generation. Then, genetic operators are applied 
to them to obtain the offspring. In this algorithm, it has been used the mutation, crossover, 
and selection operators. For the case of the three temperature ranges, individuals have three 
genes, and each of them represents the weighted contribution of the deep learning model 
diagnosis. The following Equation describes it.

(1)Yk = f .
(

Wk ∗ X
)

Fig. 2   Workflow followed by the hybrid model using the dynamic three ranges of temperature
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The fitness of each chromosome is calculated by diagnosing the whole test set by weight-
ing the predicted outcome of the three models with the value of the corresponding gene. The 
threshold for positivity is more than 50% membership in the positive class. The individuals with 
the best fitness (higher prediction accuracy) become the next generation’s parents. The offspring 
are obtained by applying mutation, crossover, and selection operators in successive generations.

The mechanism explained above can be applied in the three-temperature range case. At a 
particular moment, we have three different CNNs, one for each temperature range that has been 
trained with its respective thermographies separated by temperature ranges. These models can 
be used to diagnose patients with breast cancer and healthy people. This diagnosis uses an out-
put vector of two classes that gives a percentage belonging to one category or another. The final 
diagnosis of each model is the class with the highest rate. We can create a definitive diagnosis 
in its most basic version by averaging the percentage belonging to one category. For example, 
suppose the high-temperature model diagnoses a patient with 39% cancer, the medium-range 
model with 42%, and the low-temperature model with 73%. In that case, the final diagnosis 
could be: 1

3
0.39 +

1

3
0.42 +

1

3
0.73 = 51.3% . However, averaging the models makes no sense as 

their performance is not the same diagnosis. So, by using the evolutive algorithm whose fitness 
function considers the number of hits when diagnosing with the test set, we can leverage the 
influence of the three models by balancing their weights. Figure 3 describes how the algorithm 
works for the particular case of separating the infrared image into three temperature ranges.

4 � Results

4.1 � Data scrapping and treatment of images

Before training the convolutional models, we need to download and preprocess the images. 
As they were unavailable as a unique dump, we created a scraper in Python. Scraping is a 
technique that retrieves unstructured data from a website and stores it in a structured way, 
Saurkar et al. [48]. We have downloaded 5,343 images, but we have decided only to work 

(2)
TempRangediagnosis = High% ∗ Hprediction +Medium% ∗ Mprediction + Low% ∗ Lprediction

Fig. 3   Pseudocode for the evolutive algorithm
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with the frontal perspective as they are the majority. As some images seem equal, we have 
decided to check that none of them was repeated by comparing them pixel by pixel and dis-
carding the repeated ones. Some parts of the images added noise, so we removed the colour 
legend and body parts like shoulders or neck, leaving the breast and the surrounding parts 
of the body. To focus on the thermal activity of the breast, we have left only this part of the 
image and coloured the background black. Finally, we have cropped them to 215 × 538 size.

Then, we applied two different treatment image strategies. First, we created a dynamic 
image separation for the two use cases that work with the temperature ranges. This method 
takes the maximum and minimum values of each temperature matrix and creates three 
equal ranges: low, medium, and high. It is called dynamic because maximum and mini-
mum temperatures change from one patient to another. These ranges suppose three ther-
mographies, one representing the low temperatures, another representing the medium ones, 
and the last with the high range. In the second case of the three-colour channels, we have 
just made this separation considering the red, green, and blue channels.

The final dataset comprises 96 images of healthy people and 99 patients with cancer, 
195 in total.

4.2 � Evaluation of the four use cases

At this point, we have four possible use cases depending on how images have been treated: 
first works with the original thermographies, second with three obtained images that cor-
respond to the low, medium, and high ranges of temperature, and another, similar to this 
but only with the two more influential ranges. Finally, we have a model that separates the 
infrared images depending on the colour channel.

4.3 � The training stages

Datasets have been split into training, validation, and testing. The two first help to fine-tune 
the best hyperparameters for the models. The test set checks the model’s actual performance 
once it has been trained. This work used an 85–15% division corresponding to the training/
validation and test sets. The training/validation test also performs with an 80–20 proportion 
while applying a fivefold cross-validation strategy. We have randomized the instances of the 
subsets to avoid biases. Summarizing the training/validation subset comprises 135 images 
for training (66 sick people and 69 healthy) and 30 images (15 for each class). Then, the test 
subset will contain 15 images for each category (breast cancer vs. healthy).

We have performed a grid search strategy during the training stages to find the opti-
mal hyperparameters for the deep learning models. This method finds the best value of the 
hyperparameters by combining different ranges of possibilities, [9]. These values are in the 
following Table 1.

Hyperparameters of the final models  All models are trained with the same datasets obtain-
ing the same hyperparameters. The four models have an input layer with the size of the 
images. Then depending on the use case, we can use a filter layer that checks the separation 
of range temperatures by three or two and the segmentation of color channels.

Metrics performance of the four models  We have used the accuracy to check how well 
the models of the four use cases perform when diagnosing breast cancer. Results have been 
compiled in Table 2 and can be interpreted using the bias-variance trade-off, [8].
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The results above show that the best model is the hybrid using the low, medium, and 
high-temperature ranges with an approximate accuracy of 93.85%. As this model com-
prises deep learning models and an evolutive algorithm, we are studying the different parts 
in-depth to check that there is no overfitting and understand its function better. The training 
for the best model lasted 5 h and 30 min. We used an AMD Ryzen Threadripper 2950X 
16-Core Processor with 4 GeForce RTX 2080 Ti to complete the process.

Analyzing the best model in‑depth  We have used specificity, sensitivity, and precision 
to interpret the model in-depth. As these metrics take into account the false positives and 
false negatives, they are very used in the medical field, [34]. Specificity obtains the ratio 
between the number of true negatives and the total of those predicted as true negatives 
and false positives. Sensitivity makes the same calculation but uses false negatives instead 
of false positives. Precision has been calculated by dividing the number of true positives 
between the sum of true positives and false positives. The metrics are formally defined 
in the following Equations. Using the three possibilities allows obtaining a good criterion 
about the model performance as the last two consider false positives and false negatives, 
which are very useful in the medical area,

In this case, a false positive is a person who has no breast cancer and has been wrongly 
diagnosed with the illness. When this happens, it supposes a loss of money in unnecessary 

(3)Specif icity =
true negatives

true negatives + false positives

(4)Sensitivity =
true positives

true positives + false negatives

(5)Precision =
true positives

true positives + false positives

Table 1   Grid search values Hyperparameters Values

Random state 1, 13, 17, 42, 99
Batch size 10, 20, 25
Dropout 0.4, 0.6
Number of kernels 16, 32, 64
Kernel size 2 × 2, 3 × 3, 4 × 4
Learning rate 5 × 10–3, 5 × 10–4, 5 × 10–5

Table 2   Performance of the four 
use cases

Proposed model Test accuracy

Only thermography 91.33% ± 2.15
Three colour channels 79.49% ± 2.56
Three temperature ranges 93.85% ± 2.92
Two most influential ranges 87.37% ± 4.71
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treatments and health damages for the patients. A false negative is a patient who has can-
cer and has not been diagnosed. This issue could lead people to have many health prob-
lems. As the best model is formed by three convolutional models, one for each temperature 
range, we are studying them separately. Tables 3, 4, and 5 compile this information for the 
low, medium, and high-temperature range models. They show the average of five experi-
ments and their standard deviation.

Looking at the tables above, we can interpret how the model performs considering the bias-
variance trade-off against the accuracy. Bias values are correct, except for the low-temperature 
model, as human performance accuracy with the help of a CAD is near 83%, [28]. In cases of 
diagnosis without the help of a computer, specificity is 60.3%, and sensitivity is 81.5%, [53]. 
In terms of variance, only in the case of the medium temperatures seems slightly broad but not 
problematic. Compared with the former paper, it makes sense that the low-temperatures model 
performs a little worse as these images contain very little information about the thermography. 
For the later paper, our models are always better, in some cases much better.

The values of the other metrics (specificity, sensitivity, and precision) are consistent except 
for sensitivity for medium temperatures and all of them for low temperatures. The latter 
makes sense as the images of this model provide too little information so they could be biased 
depending on the data split. For high and medium temperatures, specificity is slightly better 
than accuracy. However, it should be highlighted that sensitivity has a significant standard 
deviation which confirms the problems with the biased subsets. This problem indicates that 
performance should be better with a dataset with more instances. In terms of interpretability, 
the better specificity shows a better performance minimizing the patients diagnosed with can-
cer that are healthy. This fact has an impact on medical expenditure.

Table 3   Evaluation of the high-
temperature range model

Train Validation Test

Accuracy 87.67% ± 6.65 86.67% ± 12.47 89.23% ± 5.85
Specificity 89.18% ± 9.53 92.00% ± 5.58 88.00% ± 8.00
Sensitivity 86.10% ± 16.88 81.33% ± 27.24 90.53% ± 10.79
Precision 89.82% ± 8.00 91.81% ± 6.31 88.91% ± 9.45

Table 4   Evaluation of the 
medium temperature range 
model

Train Validation Test

Accuracy 84.83% ± 6.27 76.67% ± 4.08 79.49% ± 2.56
Specificity 87.21% ± 11.56 88.00% ± 8.69 72.00% ± 10.95
Sensitivity 82.37% ± 8.18 65.33% ± 10.95 87.37% ± 7.06
Precision 87.30% ± 10.33 85.59% ± 7.07 75.48% ± 5.72

Table 5   Evaluation of the low-
temperature range model

Train Validation Test

Accuracy 76.33% ± 5.39 76.67% ± 2.36 72.31% ± 3.34
Specificity 70.16% ± 3.74 84.00% ± 5.96 57.00% ± 4.47
Sensitivity 82.71% ± 10.27 69.33% ± 10.11 88.42% ± 11.41
Precision 72.73% ± 3.28 81.87% ± 4.38 66.08% ± 0.82
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Although the deep learning models present some issues due to the scarce data and the 
poor image representations of some cases, these problems could be solved by applying an 
evolutive algorithm for the final diagnoses. After using a weighted-average algorithm with 
the test dataset to the model, we can obtain the contribution of each temperature range 
CNN model and interpret which influences the most when calculating the final diagnosis. 
The best set of weightings thus obtained is compiled in Table 6.

As seen in the Table, the medium-range temperature influences the most in the work-
flow and contributes more when calculating the final diagnosis.

The other metrics for the diagnosis after using the weighted-average algorithm of the 
temperature range approach obtained with these weights are displayed in Table 7.

The approach using the three temperature ranges is better than those classifying thermog-
raphies by colour channel. We have to highlight that the accuracy is improved compared to 
human performance by about 10 points, [28]. By comparing the three metrics, again, we 
conclude that the model fails by diagnosing some people like cancer patients when they are 
healthy.

Comparison with different baselines  To measure the accuracy of the best model, we have 
compared it with some well-known proposals in the computer vision field. In this case, we 
have used VGG16, VGG19, and Inception V3. VGG16 and VGG19 are two convolutional 
neural networks with 16 and 19 hidden layers, respectively, Simonyan and Zisserman [51]. 
Inception V3 was introduced by Szegedy et al. [52], and it is a CNN that uses convolu-
tional factorization. The comparison of our best model with these baselines can be seen in 
Table 8.

Results demonstrate that our proposal improves the results of every baseline. In fact, all 
the baselines are far from obtaining our results in each metric.

Table 6   Contribution in the 
percentage of the temperature 
range models for calculating the 
final diagnosis

Model Weight

High 34.57%
Medium 48.42%
Low 17.01%
Total 100%

Table 7   Weighted-average 
diagnosis

Metric Final diagnosis

Specificity 97.00% ± 2.74
Sensitivity 90.55% ± 4.40
Precision 96.66% ± 3.06

Table 8   Comparison with baselines

Model Accuracy Specificity Sensi5tivity Precision

Our model 93.85% ± 2.92 97.00% ± 2.74 90.53% ± 4.40 96.66% ± 3.06
VGG16 69.23% ± 4.05 67.89% ± 4.95 70.75% ± 3.27 68.00% ± 6.71
VGG19 56.91% ± 6.46 57.43% ± 6.06 56.19% ± 7.19 51.33% ± 5.05
Inception v3 46.18% ± 4.76 27.17% ± 16.22 48.97% ± 2.36 84.00% ± 11.94
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5 � Conclusions and future works

The present work evaluates four different methods to diagnose breast cancer using ther-
mographies. The different use cases depend on how the information is preprocessed and 
the usage of different techniques: deep learning models and evolutive algorithms. We have 
presented four preprocessing methods: use the whole thermography, segment it by the high, 
medium, and low-temperature ranges, same but only with the most influential (high and 
medium) and segment by RGB channels. The four different preprocessing methods lead to 
four diagnostic models: the first uses a regular CNN model, the second and third use one 
CNN model for each range of temperature and an evolutive algorithm for the final diag-
nosis, and the last one uses one CNN model for each colour channel and another evolutive 
algorithm. Results show that the best model is the one that segments the thermographies by 
temperature range which obtains an accuracy of 94% approximately. The contribution of 
the work is not only providing a model with good performance. Apart from providing an 
innovative method, we have demonstrated that some data-related problems can be solved by 
applying the evolutive algorithm. Another contribution is the interpretability we can obtain 
from the model, explaining which temperature range is the most efficient for diagnosis. In 
this way, we conclude that the medium-range temperatures are those that help the model in 
making an accurate diagnosis.

The main limitation of the approaches is related to the nature of the data. First, we have found 
that the dataset is scarce in some ways and results could be improved. In this way, we have also 
found some poor-quality images and repeated instances, which leads us to think that a more 
refined method when collecting the data would give us more insights. Another limitation related 
to a cancer use case is that we cannot measure the impact of false positives if we do not have new 
medical tests to know how the patient has evolved. By collecting this information, we can check 
if some of these false positives have evolved into cancer diagnoses. As we consider it very impor-
tant, we proposed it as future work.

For future work, we started to compile our data to check the method with a more exten-
sive and stratified dataset. This data will be associated with mammographies, so we could 
make an in-depth analysis of both tests with deep learning models. Also, we need to collect 
the medical tests of the same patients in different moments, so we can check if they are 
developing the disease or not. Another significant contribution could be the validate our 
predictions by a medical specialist in the area. This information lets us understand in detail 
the most critical parts of the thermography to make an accurate diagnosis and also which 
factors make the model fail. This contribution would be a big benefit for the field as many 
physicians have problems understanding and interpreting information in thermographies. 
The method could also be tested in other medical tests like electroencephalograms as they 
can be segmented by channels or brainwaves (alpha, beta, and theta) and the contribution 
of each weighted.
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