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1.  Introduction 

The Organization of Petroleum Exporting Countries (OPEC) is a permanent intergovernmental 

organization, created on September 14, 1960 by its five founding members (Saudi Arabia, Kuwait, 

Iran, Iraq and Venezuela). Nowadays, it consists of fifteen oil producing and exporting countries 

spread across three continents; Latin America, Middle East and Africa. OPEC's objective is to 

coordinate and unify petroleum policies among member countries, in order to secure reasonable 

and stable prices for petroleum producers; a desired supply of petroleum to consuming nations; 

and an admissible return on capital to those investing in the industry. Studying the behavior of major 

oil producers (OPEC and non-OPEC) has always been one of the issues facing economic experts. The 

emergence of OPEC as a major actor in the oil market has led many studies to be conducted on the behavior 

of OPEC and its member countries.  

Based on OPEC’s Annual Statistical Bulletin 2018, the total population of OPEC members1 

(14 countries with the overall area amounting to 12,158 thousand square kilometers and annual 

per capita GDP reaching 6,220 dollars) was 495.5 million at the end of 2017 (OPEC, 2018). The 

relationship between OPEC and non-OPEC countries is important because it can result in stability 

of the oil market and control of crude oil price. Until the end of the 1980s, there were no 

interactions between the two groups. At that time, it was thought that the demand for crude oil was 

sufficiently strong even after four- fold price rise in 1973-1974 period. Another sharp increase in   

oil price in 1979-1980 influenced demand during the first-half of 1980s.At same time, supply of 

non-OPEC countries increased, and OPEC found out that it would not be able to ignore non-OPEC 

production in maintaining the stability the oil market. Production of OPEC had a sharp descending 

 
1The Congo became OPEC's fifteenth member in 2018. Given that OPEC's annual statistics at 2018 have been 

considered based on the statistics for member countries by the end of 2017, thus the statistics of this country is not 

included.  
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trend from 1980 to 1985. In the meantime, Saudi Arabia, which had played the role of a regulator 

in the first half of the 1980s, withdrew from that role in the second half of the 1980s. 

In the early 1990s, Iraq regime invaded Kuwait aiming to control its oil resources. It fired the oil wells 

of this country and caused oil prices to rise. The decline in US oil demand and the increase in OPEC 

members' quotas caused the surplus of oil supply till 1995. In 1997 and 1998, the South East Asian crisis 

slowed down the oil consumption of these countries which caused a fall in prices. The slowdown in US 

economic growth at 2001 and the increase in non-OPEC production led to a decline in oil prices, which 

reduced quotas 3.5 million barrels per day in early September 2001. After September 11, 2011, oil prices 

started falling sharply. However, due to the political conditions of its members, OPEC reduced its quotas 

and as a result its production capacity decreased to 1.5 million barrels per day in January 2002. Factors such 

as strikes in Venezuela at the beginning of 2003, global economic growth, high gas prices, China's rising 

demand, and US military attacks to Iraq were the main reasons for rising oil prices in 2003. But the rise in 

oil prices during 2004 and June 2008 was resulted from the economic growth of China and India, the rising 

demand for oil by the countries, the devaluation of dollar, the unrest and riots in Nigeria, and the Iran's 

nuclear disputes with Western countries. The disclosure of the effects of global financial crisis (beginning 

in late 2007) caused a drop of oil prices from July 2008 to December 2008. From 2009 to 2018, there has 

been some fluctuations in oil price which due to the sanctions imposed by America against Iran in 2011; 

the Arab Spring and internal conflicts in the Middle East countries including Libya and Iraq; western 

countries’ nuclear debate  with Iran; Saudi Arabia's military attacks against Yemen; increased production 

of shale oil (light tight oil) in the United States; an agreement to reduce the oil production of non-OPEC 

and OPEC countries on December 10, 2016; America's withdrawal from the nuclear deal with Iran and 

tightening sanctions against Iran in 2018.The behavior of World, OPEC and non-OPEC oil production 

over 1973:01 to 2018:04 is shown in Figure 1.  
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Figure 1:    OPEC, Non-OPEC and World oil production 

 

 

The review of the non-OPEC production time series from 1973:01 to 2018:04 indicates an 

increase in their share in world crude oil markets. The share of Non-OPEC  rose from 46.4% from 

January 1973 to 57.6% in August 2018. Increasing the share of non-OPEC crude oil was due to 

the increased global demand and the policy of maintaining price levels in the market. Non-OPEC 

countries are always struggling to increase the share of oil markets by increasing their operational 

capability, discovering new reserves, reducing operational costs, and using the maximum 

production capacity. If the non-OPEC share of the global supply of oil continues to increase in the 

global market and the OPEC share does not, the effective control of the market will be available 

to non-OPEC countries and OPEC cannot improve its position. This is not, however, the foreseen 

case and the dependence on of world market to OPEC product will increase in 2019 and afterwards 

due to a decrease in non-OPEC productions. 

Although about 57.6 percent of the world's crude oil production occurs in non-OPEC 

countries, the crude oil production in these countries is facing with some problems. A curtail 
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problem is that many wells of non-OPEC producers are rapidly evacuating. Also, in some non-

OPEC areas, crude oil production is not economical due to high costs, and low 

production/Reserves ratio. Seven producers from the world's fifteen largest producers, including 

Russia, the United States, China, Mexico, Canada, Norway and Brazil, are among the non-OPEC 

countries, and thus play an important role in determining the price of crude oil. Other non-OPEC 

crude oil producing countries are, however, developing countries, which due to population growth, 

consume a major part of their crude oil production domestically. As a result, at the time of the 

fluctuation of crude oil prices, these countries act as a consumer and not active exporters. The 

economies of OPEC countries are mainly dependent on crude oil revenues. A large part of the 

foreign exchange earnings of OPEC countries comes from exporting crude oil, so that the sharp 

fluctuations in crude oil price will transform the economic conditions of these countries 

remarkably. For example, in times of falling price, these countries may use the policy of increasing 

crude oil supply to finance budget deficits rather than applying a policy of reducing crude oil 

supply to raise prices. A major part of investments in OPEC countries is made by the public sector, 

which also have a high dependence on crude oil revenue volatility. That is why the increase in 

crude oil prices, followed by the increase in oil revenues, coincided with an overdue increase in 

the number of government projects and development projects, and the fall in the price of crude oil 

would put the projects at a standstill. The share of OPEC and non-OPEC in the world oil market 

is shown in Figure 2. 
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    Figure 2:   Shares of total oil production in World 

 

 

According to BP statistics (2018), OPEC has 1218.8 billion barrels of proven crude oil 

reserves, equivalent to 71.8% of the world's reserves. The total non-OPEC proven reserves is 4.777 

billion barrels, equivalent to 28.2%of the world's total reserves. These statistics indicate that 

OPEC's stockpiles are much longer than non-OPEC reserves. 

Due to lack of having long-term strategy to balance the price and production and maximizing 

the price against production as well as implementing passive policies, OPEC countries provide an 

opportunity for non-OPEC countries. This issue allows non-OPEC countries to participate as 

strong contributors in the production and export activities in global oil market. Remarkably, this 

role began in the late 1970s and peaked in the mid-1980s, which caused non-OPEC countries to 

be considered as an undeniable competitors against the OPEC organization. 

Figure 3 shows the share of proven world oil reserves in terms of OPEC and non-OPEC groups 

in 1973-2017. According to related estimations, the OPEC share at the end of 2017 is about 71.8% 

of the world's total reserves, indicating a huge difference in oil resources with non-OPEC 
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countries. That is why OPEC countries have been affected by political developments due to the 

highest levels of world oil reserves. The effect of these developments has been very influential on 

the issues of oil production, supply and prices in the world market. 

 

Figure 3:      World proven crude oil reserves by OPEC and Non-OPEC (percentage) 

 

In light of the influences on OPEC’s and non-OPEC oil production, understanding the time 

series behavior of OPEC, non-OPEC and total (world) oil production is critical in the assessment 

of the impact of oil shocks and structural breaks on both oil supply and the repercussions for global 

economic activity. This study examines the degree of persistence, potential breaks and outliers of 

oil production for OPEC non-OPEC and world within a fractional integration modelling 

framework. In particular, two important features commonly observed in oil production data are the 

persistence across time and breaks in production. The order of integration of energy variables is 

important because it figures out whether shocks to energy production have permanent or temporary 

effects. Also, determining whether shocks to oil production are transitory or persistent is relevant 
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in the formulation of energy-related policy as well as stabilization policies (Smyth, 2013, Barros 

et al, 2011, Barros et al, 2016). 

///In this paper we focus on the statistical aspects of the oil production in OPEC, non-OPEC 

and world, investigating, for instance, if this variable is mean reverting or not, i.e., if the effect of 

the shocks has a transitory or a permanent nature. For this purpose, we employ techniques which 

are based on fractional integration. By using this methodology, we allow for a higher degree of 

flexibility in the dynamic specification of the series compared with the classical methods that are 

exclusively based on integer degrees of differentiation. In other words, allowing the degree of 

differentiation to be real, we permit for fractional values and thus the standard cases of stationary 

I(0) and non-stationary I(1) appear as particular cases of interest when the differencing parameter, 

d, is 0 or 1 respectively. However, we can consider additional cases, including stationary long 

memory models (0 < d < 0.5); non-stationary though mean reverting (0.5 ≤ d < 1), and non-

stationary explosive behavior (d > 1). The paper is structured as follows: Section 2 reviews some 

previous works of the oil production, Section 3 describes the methodology, Section 4 presents the 

data and the main empirical results, and Section 5 concludes the paper. 

 

2. Some empirical studies   

Different studies have been done on oil and other energy sources of production. These studies are 

divided into two categories; those which have used unit root tests for stationary hypothesis and a 

few studies which have used Fractional integration method. In this section, we briefly review some 

of these studies. Using Dickey Fuller and Phillips-Peron tests, Hutchison (1994) tested the 

presence of a unit root in energy production variables for three countries (Norway, the Netherlands 

and the United Kingdom). His results indicated that the unit root hypothesis for model variables 
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including oil production cannot be rejected and the data are considered as first difference data with 

integrated order 1 or I (1). Kaufmann and Cleveland (2001) studied the effect of political, 

economic and geological factors on crude oil production in the 48 states of the US in the period 

1938 to 1991 using the unit root test, Augmented Dickey Fuller and vector error correction model. 

Their results showed that the unit root hypothesis for model variables can’t be rejected and the 

data are considered as integrative order 1 or I (1). Gil Alana and Candelon (2004) conducted a 

study on the industrial production indexes (IPI) in four Latin American countries (Brazil, 

Argentina, Colombia and Mexico) by the use of fractional integration method. Their results 

showed that the degrees of fractional integration affect the results of classical unit-root tests. Also, 

the time series of industrial production for Argentina and Brazil were between zero and 0.5, which 

is a reason for the presence of seasonal long memory indicating that the effects of any shock is 

persistent for a long period. Narayan et al (2008) investigated the unit root properties of crude oil 

and NGL production for 60 countries for the period 1971-2003. The selected countries were 

divided into 7 smaller panels; 18 OECD countries, 10 Latin American countries, four Central and 

Eastern European countries, nine African countries, 10 Middle Eastern countries and nine Asian 

countries. They concluded that the unit-root hypothesis is rejected for some country groups. In 

other words, the data on crude oil and NGL production are jointly stationary. Maslyuk and Smyth 

(2009) investigated the crude oil production of 17 OPEC and non-OPEC countries using data from 

1973 to 2007 by a non-linear approach. The results of their study revealed that a unit root in both 

regimes is present for 11 countries; for 2 countries there is a partial unit root in the first regime and 

for 4 countries a partial unit root is present in the second regime. Using fractional integration 

modelling framework, Barros et al. (2011) studied the time series of crude oil production for OPEC 

member countries by monthly data from January 1973 to October 2008. The results showed that 
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in 10 out of the 13 countries there was mean reverting persistence in oil production with breaks 

identified. In addition, shocks affected the structure of OPEC oil production and consequently they 

would have persistent effects on all of these countries in the long-run. Furthermore, there was no 

structural break in the oil production data of 4 countries (Algeria, Angola, Indonesia, and Kuwait), 

but there were two breaks for Iraq and Saudi Arabia and one single break was observed in other 

countries. 

Maslyuk and Dharmaratna (2012) studied the time series behavior of coal production and 

their export using unit root for Australia during the period from 1966 to 2009. They concluded that 

coal production was non-stationary. Ratti and Vespignani (2015) investigated oil price and oil 

production behavior of OPEC and non-OPEC countries using 1974: Q1-2012: Q4 data. They used 

unit root tests: Kwiatkowski-Phillips-Schmidt-Shin (KPSS) and Augmented Dickey Fuller (ADF). 

Based on KPSS test, it was found that all variables were stationary, but they were first difference 

stationary according to ADF method. Barros et al (2016) studied the data on energy production 

(including oil production, natural gas production, LGN production, and refined oil) for Brazil over 

the period from January 2000 to February 2013 in a fractional integration method. Their results 

showed that the orders of integration in the series is smaller than 1 and thus implying mean 

reversion. Also, the time series for natural gas production and LGN production faced a structural 

break. Monge et al (2017) investigated the behavior of shale oil production and WTI prices in the 

United States by the use of fractional integration method for the period from 2000-01 to 2016-03. 

Their study results showed that high-frequency transmission and low-frequency transmission 

occurred in the period 2009-2003 and 2014-2009, respectively. Also, for the period 2014-2009 

and the entire period the orders of integration is equal to or higher than 1 in all cases. 
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3. Methodology 

One characteristic of many economic and financial time series is its non-stationary nature. There 

exists a variety of models to describe such non-stationary behavior (Barros & Gil-Alana, 2016). 

Until the 1980s a standard approach was to impose a deterministic (linear or quadratic) function 

of time, thus assuming that the residuals from the regression model were I(0) stationary. A few 

years later, and especially after the very influential work by Nelson and Plosser (1982), there was 

a general agreement that the non-stationary component of many aggregated series was stochastic 

rather than deterministic, and unit roots or first differences or I(1) processes, were commonly 

adopted. The I(1) case, however, is merely one particular model to describe such behavior. In fact, 

the number of differences required to render a series to be I (0) may not necessarily be an integer 

value but any point in the real line. In such a case, the process is said to be fractionally integrated 

or I(d). The I(d ) models belong to a wider class called long memory processes. We can provide 

two definitions of long memory, one in the time domain and other in the frequency domain. 

Let us consider a zero-mean covariance stationary process{𝑥𝑡 , 𝑡 = 0, ±1, …} with auto-

covariance function𝛾𝑢 = 𝐸(𝑥𝑡𝑥𝑡+𝑢) . The time domain definition of long memory states 

that∑ |𝛾𝑢|∞
𝑢=−∞ = ∞. Now, assuming that 𝑥𝑡 has an absolutely continuous spectral distribution, so 

that it has spectral density function: 

                                    𝑓(𝜆) =
1

2𝜋
(𝛾0 + 2 ∑ 𝛾𝑢𝑐𝑜𝑠(𝜆𝑢)∞

𝑢=1 ),                                                     (1) 

The frequency domain definition of long memory states that the spectral density function is 

unbounded at some frequency in the interval[0,𝜋). For the purposes of the present study, we define 

an integrated of order 0 process or I(0) as a covariance stationary process with a spectral density 



12 
 

function that is positive and finite at the zero frequency. In this context, 
tx  is said to be I (d ) if it 

can be represented in the following  form: 

   ,...,1,0,)1( ==− tuxL tt

d           (2) 

with xt = 0 for t ≤ 0, where 𝐿 is the lag-operator (𝐿𝑥𝑡 = 𝑥𝑡−1) and 𝑢𝑡 is 𝐼(0). The polynomial 

(1 − 𝐿)𝑑 in (2) can be expressed in terms of its Binomial expansion, such that, for all real d, 

(1 − 𝐿)𝑑 = ∑ 𝜓𝑗𝐿𝑗

∞

𝑗=0

= ∑ (
𝑑

𝑗
) (−1)𝑗𝐿𝑗

∞

𝑗=0

= 1 − 𝑑𝐿 +
𝑑(𝑑 − 1)

2
𝐿2 − ⋯, 

and thus: 

(1 − 𝐿)𝑑𝑥𝑡 = 𝑥𝑡 − 𝑑𝑥𝑡−1 +
𝑑(𝑑 − 1)

2
𝑥𝑡−2 − ⋯, 

In this context, d plays a crucial role showing the degree of dependence in the time series. Thus, 

the higher the value of d  is, the higher the level of association will be between the observations. 

On the other hand, the above process also admits an infinite Moving Average (MA) representation. 

Thus, assuming that 𝑢𝑡 in (2) is a white noise process, the process can be expressed as 

𝑥𝑡 = ∑ 𝑎𝑘𝑢𝑡−𝑘

∞

𝑘=0

 

Where 

𝑎𝑘 =
Γ(𝑘 + 𝑑)

Γ(𝑘 + 1)Γ(𝑑)
. 

 

and )(x represents the Gamma function. Thus, the impulse responses are also clearly affected by 

the magnitude of d , and the higher the value of d  is, the higher the responses will be. 

Given the parameterisation in (1), several cases can be distinguished depending on the 

value of d. Specifically, if d = 0, then, xt = ut, xt is said to be “short memory” or I(0), and if the 
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observations are auto-correlated they are of a “weakly” form (e.g., autoregressive), in the sense 

that they decay at an exponential rate; if d > 0, xt is said to be “long memory”, or “strongly auto-

correlated”, because of the strong association between the values across time. If d belongs to the 

interval (0, 0.5) xt is still covariance stationary, while d ≥ 0.5 implies non-stationary status. Finally, 

if d < 1, the series is mean reverting in the sense that the effects of shocks disappear in the long 

run, contrary to what happens if d ≥ 1 when they persist forever.We estimate d using the Whittle 

function in the frequency domain (Dahlhaus, 1989) along with a testing procedure developed by 

Robinson (1994) that permits us to test the null hypothesis 𝐻0: 𝑑 = 𝑑0 in (2) for any real value do, 

where 𝑥𝑡 in (2) can be the errors in a regression model of form: 

𝑦𝑡 = 𝛽𝑇𝓏𝑡 + 𝑥𝑡, 𝑡 = 1,2, …,                                                 (3) 

 where 𝑦𝑡 is the time series we observe; 𝛽 is a (kx1) vector of unknown coefficients; and 𝓏𝑡 is a 

set of deterministic terms that might include an intercept (i.e., 𝓏𝑡 = 1), an intercept with a linear 

time trend (𝓏𝑡 = (1, 𝑡)𝑇), or any other type of deterministic processes like dummy variables to 

examine the potential presence of outliers/breaks.The test statistic proposed in Robinson (1994) is 

based on the Lagrange Multiplier (LM) principle for testing 𝐻0:  𝑑 = 𝑑0  in (2) and (3) is: 

 ,âÂ
ˆ

T
r̂ 2/1

2

2/1
−=


 

Where T is the sample size and: 


−

=

−−
−

=

=
−

=
1

1

121
1

1

);()ˆ;(
2

ˆ);()ˆ;()(
2

ˆ
T

j

jjjj

T

j

j Ig
T

Ig
T

a 





 





























−=

−

=

−

=

−

=

−

=

1T

1j
jj

1T

1j

T
jj

1T

1j

T
jj

1T

1j

2
j )()(x)()(x)()()(

T

2
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where T* is a compact subset of the Rq Euclidean space. I(λj) is the periodogram of ut evaluated 

under the null, and g is a known function related to the spectral density function of ut, i.e.,  f = 

(σ2/2π)g. Thus, if ut is white, noise, g = 1. 

 Though there exist many other procedures for estimating and testing the degree of 

differentiation in the series from a fractional viewpoint, we have decided to work with the above 

mentioned method (Robinson, 1994) because it has various advantages compared with other 

approaches. First, it has a standard null limit behavior, that is (0,1) unlike what happens with most 

methods for testing for instance unit roots. Secondly, it allows us to incorporate deterministic terms 

and the limit distribution is not affected by these terms. Another advantage is that it is found to be 

the most efficient method in the Pitman sense against local departures. finally, and perhaps the 

most important one, is that the method remains valid for any real value of d, including thus 

stationary (d < 0.5) and  non-stationary (d ≥ 0.5) regions. Thus, we do not need to differentiate the 

series in case of non-stationary behavior. Lobato and Velasco (2007) proposed a similar testing 

method though based on the Wald test and thus it requires a consistent estimate of the differencing 

parameter, unlike the method employed here. 

We also examine in this article the possibility of structural breaks, which are endogenously 

determined by the model. We follow here Gil-Alana (2008), which is basically an extension of Bai 

and Perron’s (2003) approach to the fractional case. For simplicity, we describe first the case of a 

single break and consider a model of the form: 

𝑦𝑡 = 𝛽1
𝑇𝓏𝑡 + 𝑥𝑡,        (1 − 𝐿)𝑑1𝑥𝑡 = 𝑢𝑡 ,      𝑡 = 1, … , 𝑇𝑏,                 (4) 

And: 

𝑦𝑡 = 𝛽2
𝑇𝓏𝑡 + 𝑥𝑡,        (1 − 𝐿)𝑑2𝑥𝑡 = 𝑢𝑡,      𝑡 = 𝑇𝑏 + 1, … , 𝑇,                     (5) 
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Where the 𝛽 's are the coefficients corresponding to the deterministic terms; 𝑑1 and 𝑑2 may be real 

values; 𝑢𝑡 is I(0); and 𝑇𝑏  is the time of a break that is supposed to be unknown. The method is 

based on minimizing the residuals sum squares in the two subsamples and that can be easily 

extended to the case of two or more breaks. The model presented in (4) and (5) can also be written 

as: 

(1 − 𝐿)𝑑1𝑥𝑡 = 𝛽1𝒵�̌�(𝑑1) + 𝑢𝑡, 𝑡 = 1, … , 𝑇𝑏 , 

(1 − 𝐿)𝑑2𝑥𝑡 = 𝛽2𝒵�̌�(𝑑2) + 𝑢𝑡 , 𝑡 = 𝑇𝑏 + 1, … , 𝑇, 

where 𝒵�̌�(𝑑𝑖) = (1 − 𝐿)𝑑𝑖𝓏𝑡 , 𝑖 = 1,2. the procedure is based on the least square principle. First we 

choose a grid for the values of the fractionally differencing parameters 𝑑1 and 𝑑2 , for example, 

𝑑𝑖𝑜 = 0,0.01,0.02, … ,1, 𝑖 = 1,2.  Then, for a given partition {𝑇𝑏} and given initial 𝑑1 , 𝑑2 -

values, (𝑑1𝑜
(1)

, 𝑑2𝑜
(2)

), we estimate the 's and the 's by minimizing the sum of squared residuals, 

 

𝑚𝑖𝑛 ∑ [(1 − 𝐿)𝑑1𝑜
(1)

𝑦𝑡 − 𝛽1𝒵�̌�(𝑑1𝑜
(1)

)]
2

+ ∑ [(1 − 𝐿)𝑑2𝑜
(1)

𝑦𝑡 − 𝛽2𝒵�̌�(𝑑2𝑜
(1)

)]
2

𝑇

𝑖=𝑇𝑏+1

.

𝑇𝑏

𝑡=1

 

𝑤. 𝑟. 𝑡. {𝛼1 , 𝛼2 , 𝛽1, 𝛽2} 

Let�̂�(𝑇𝑏;  𝑑1𝑜
(1)

, 𝑑2𝑜
(1)

) denote the resulting estimates for partition {𝑇𝑏} and initial values 𝑑1𝑜
(1)

 and 

𝑑2𝑜
(1)

. Substituting these estimated values on the objective function, we have𝑅𝑆𝑆(𝑇𝑏;  𝑑1𝑜
(1)

, 𝑑2𝑜
(1)

), 

and minimizing this expression across all values of 𝑑1𝑜and 𝑑2𝑜 in the grid we obtain 

𝑅𝑆𝑆(𝑇𝑏) = 𝑎𝑟𝑔𝑚𝑖𝑛{𝑖,𝑗}𝑅𝑆𝑆, d 1𝑜
(𝑖)

,𝑑2𝑜
(𝑗)

). Next, the estimated break date �̂�𝑘, is such that �̂�𝑘 =

𝑎𝑟𝑔𝑚𝑖𝑛𝑖=1,…,𝑚𝑅𝑆𝑆(𝑇𝑖), where the minimization is taken over all partitions 𝑇1 , 𝑇2, … , 𝑇𝑖 , such that 

𝑇𝑖 − 𝑇𝑖 ≥ |𝜀𝑇|. Then, the regression parameter estimates are the associated least-squares estimates 
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of the estimated k-partition, i.e.,�̂�𝑖 = �̂�𝑖({�̂�𝑘}), and their corresponding differencing parameters, 

�̂�𝑖 = �̂�𝑖({�̂�𝑘}), for i = 1 and 2. 

The model can be extended to the case of multiple breaks. Thus, we can consider the 

following model: 

𝑦𝑡 = 𝛼𝑗 + 𝛽𝑗𝑡 + 𝑋𝑡,   (1 − 𝐿)𝑑𝑗𝑋𝑡 = 𝑢𝑡 ,      𝑡 = 𝑇𝑗−1 + 1, … , 𝑇𝑗  

for 𝑗 = 1, … , 𝑚 + 1, 𝑇𝑜 = 0 and 𝑇𝑚+1 = 𝑇. Then, the parameter m is the number of changes.The 

break dates (𝑇1 , … , 𝑇𝑚) are explicitly treated as unknown and for𝑖 = 1, … , 𝑚, we have𝜆𝑖 = 𝑇𝑖 𝑇⁄ , 

with 𝜆1 < ⋯ < 𝜆𝑚 < 1. Following the same process as in the previous case, for each 𝑗-

partition(𝑇1 , … , 𝑇𝑗), denoted {𝑇𝑗}, the associated least-squares estimates of𝛼𝑗 , 𝛽𝑗 and the 𝑑𝑗 are 

obtained by minimizing the sum of squared residuals in the 𝑑𝑖 − differenced models, i.e. 

∑ ∑ (1 − 𝐿)𝑑𝑖(𝑦𝑡 − 𝛼𝑖 − 𝛽𝑖𝑡)2𝑇𝑗

𝑡=𝑇𝑗−1+1
𝑚+1
𝑗=1 , 

where �̂�𝑖(𝑇𝑗), �̂�𝑖(𝑇𝑗), and �̂�(𝑇𝑗) denote the resulting estimates. Substituting them in the new 

objective function and denoting the sum of squared residuals as 𝑅𝑆𝑆𝑇(𝑇1, … , 𝑇𝑚), the estimated 

break dates (�̂�1 , �̂�2 , … , �̂�𝑚), are obtained by𝑚𝑖𝑛(𝑇1,𝑇2,…𝑇𝑚)𝑅𝑆𝑆𝑇(𝑇1, … , 𝑇𝑚)where the minimization 

is again obtained over all partition (𝑇1 , … , 𝑇𝑚).The above procedure requires the a priori 

determination of the number of breaks in the time series. Following standard procedures to select 

the number of breaks in the context of I(0) processes, Schwarz (1978) proposed the following 

criterion: 

𝑆𝐼𝐶(𝑚) = 𝑙𝑛[𝑅𝑆𝑆𝑇(�̂�1, … , �̂�𝑚)/(𝑇 − 𝑚)] + 2𝑝∗ln (𝑇) 𝑇⁄ . 

Where 𝑝∗ is the number of unknown parameters. Yao (1988) used the Bayesian criterion: 

𝐵𝐼𝐶(𝑚) = 𝑙𝑛[𝑅𝑆𝑆𝑇(�̂�1, … , �̂�𝑚)/𝑇] + 𝑝∗ln (𝑇) 𝑇⁄ . 

Finally, Yao and Av (1989) proposed a third criterion based on 



17 
 

𝑌𝐼𝐶(𝑚) = 𝑙𝑛[𝑅𝑆𝑆𝑇(�̂�1 , … , �̂�𝑚)/𝑇] + 𝑚𝐶𝑇 𝑇⁄ . 

Where 𝐶𝑇 is any sequence satisfying 𝐶𝑇𝑇−2𝑑 𝑘⁄ → ∞ as 𝑇 → ∞ for some positive integer𝑘. 

The estimated number of break dates, �̂�, is then obtained by minimizing the abovementioned 

information criteria given 𝑀 a fixed upper bound for 𝑚 . 

 

4. Data and empirical results 

Monthly data of the oil production of OPEC and Non-OPEC were obtained from January 1973 to 

April 2018 from the Energy Information Administration (EIA, 2018). The data are seasonally 

adjusted. We observe in all cases a strong persistent pattern that is changing across time, suggesting 

the adoption of fractional integration with and without breaks.For each series we first consider the 

following model, 

...,2,1,)1(,10 ==−++= tuxLxty tt

d

tt     

where yt is the observed time series (in our case, the oil production in each case), β0 and β1 are the 

unknown coefficients corresponding to an intercept and a linear time trend; and xt is supposed to 

be integrated of order d (or I(d)) implying thus that ut is I(0). We report in Tables 1 and 2 the 

estimates of d for the three cases of no repressors, an intercept, and an intercept with a linear time 

trend, assuming that the errors are white noise (in Table 1) and auto-correlated (in Table 2). We 

marked in the tables in bold the most appropriate cases of each series according to the deterministic 

terms and report the estimates of d along with their associated confidence intervals. These intervals 

were obtained as the values of d where the null hypothesis could not be rejected at the 5% level 

with the tests of Robinson (1994). 

 Starting with the results based on white noise errors, in Table 1, we observe that for the 

world production, the time trend is required and the estimated value of d is 0.84. If we separate the 
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production in OPEC and non-OPEC countries, the estimate is slightly higher (0.89) and the time 

trend is only required for the non-OPEC countries. In the three series, the confidence intervals 

exclude the case of d = 1 implying mean reverting behavior (i.e., d < 1) and transitory of the shocks.  

Table 1: Estimates of d under the assumption of no autocorrelation 

 No terms An intercept A linear time trend 

World 0.99   (0.93,  1.05) 0.85   (0.79,  0.91) 0.84   (0.78,  0.91) 

OPEC 0.97   (0.91,  1.03) 0.89   (0.84,  0.96) 0.89   (0.84,  0.96) 

 Non – OPEC 1.00   (0.95,  1.07) 0.88   (0.84,  0.95) 0.89   (0.85,  0.95) 

 1.00   (0.95,  1.07)    

Next we look, in Table 2, at the case of auto-correlated errors. The structure is the same 

as in Table 1. The results are qualitatively similar to those in Table 1, though there are also some 

differences. For example, the I(1) hypothesis cannot be rejected for the non-OPEC countries, and 

this hypothesis was rejected in favor of mean reversion with white noise errors. However, for the 

world and OPEC the results were consistent with those in Table 1, obtaining evidence of mean 

reversion, that is, with an estimated value of d significantly smaller than 1.  

Table 2: Estimates of d under the assumption of autocorrelation 

 No terms An intercept A linear time trend 

World 0.96   (0.88,  1.08) 0.79   (0.72,  0.87) 0.77   (0.70,  0.87) 

OPEC 0.94   (0.86,  1.06) 0.87   (0.81,  0.96) 0.87   (0.81,  0.96) 

 Non - OPEC 1.00   (0.90,  1.10) 0.95   (0.88,  1.05) 0.96   (0.90,  1.05) 

 1.00   (0.95,  1.07)  

 

 

 

 

 

 

  

Table 3: Estimates of Break dates using Gil-Alana’s (2008) methodology 

Series N. of breaks Break dates 

Word 5 1981M06,  1988M08,  1996M10,  2003M10,  2011M08 

OPEC 5 1981M06,  1988M09,  1995M07,  2004M06,  2011M08 

 Non - OPEC 4 1979M10,  1986M07,  2000M11,  2011M08 
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The number and time of production breaks of all three groups of OPEC, non-OPEC, and 

world countries were estimated endogenously using the approach proposed in Gil-Alana (2008), 

with a proposed 15% trimming of end-points, maximum of 5 breaks. Five breaks were found in 

the world and OPEC and four for the non-OPEC. The break dates are listed in Table 3. Very similar 

results, though only four breaks in all cases were obtained with Bai and Perron (2003). 

Accordingly, the production of OPEC, non-OPEC, and the world has been four structural breaks. 

Structural breaks caused by the Iran-Iraq war in the 1980s, the South East Asia crisis in the 1990s, 

and the Second World War in the Persian Gulf (US military strike against Iraq) in 2003 and the 

global financial crisis in 2007 onwards. 

 

Table 4: Estimates of d for each subsample 

i)    Uncorrelation (white noise) 

 1st subs. 2nd subs. 3rd subs. 4rd subs. 5th subs. 6th subs. 

World 
0.76 

(0.66,  0.91) 

 

0.85 

(0.64,  1.19) 

 

0.67 

(0.52,  0.88) 

 

0.83 

(0.63,  1.08) 

 

0.77 

(0.64,  0.95) 

 

0.87 

(0.68,  1.19) 

 

OPEC 
0.74 

(0.63,  0.90) 

 

0.97 

(0.77,  1.27) 

 

0.57 

(0.38,  0.83) 

 

0.87 

(0.74,  1.05) 

 

1.07 

(0.90,  1.30) 

 

0.99 

(0.83,  1.24) 

 

Non - OPEC 
0.82 

(0.73,  0.94) 

 

0.55 

(0.42,  0.71) 

 

0.83 

(0.76,  0.92) 

 

0.68 

(0.57,  0.84) 

 

1.07 

(0.83,  1.40) 

 

--- 

ii)    Autocorrelation (Bloomfield) 

 1st subs. 2nd subs. 3rd subs. 4rd subs. 5th subs. 6th subs. 

World 
0.74 

(0.58,  1.02) 

 

0.17 

(-0.11, 0.61) 

 

0.52 

(0.33,  0.84) 

 

0.55 

(0.19,  0.95) 

 

0.55 

(0.15,  0.92) 

 

0.44 

(0.20,  0.75) 

 

OPEC 
0.68 

(0.44,  0.98) 

 

0.52 

(0.29,  0.91) 

 

0.22 

(-0.11, 0.67) 

 

0.72 

(0.51,  1.01) 

 

0.79 

(0.29,  1.25) 

 

0.75 

(0.59,  1.08) 

 

Non - OPEC 
1.00 

(0.84,  1.23) 

 

0.62 

(0.33,  0.94) 

 

1.00 

(0.87,  1.22) 

 

0.54 

(0.40,  0.76) 

 

0.63 

(0.42,  0.94) 

 

--- 

In bold, evidence of I(1) behaviour at the 5% level. 

 

Table 4 summarizes the results for each subsample for the two types of uncorrelated and 

auto-correlated errors. We observe that for the World Series we do not observe large differences 
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across the estimates, with the values ranging between 0.67 and 0.87 with white noise errors, are 

slightly smaller with autocorrelation. For the OPEC, the most notorious feature is the evidence of 

mean reversion during the first subsamples but the lack of it during the last three. For the non-

OPEC, mean reversion takes place in all cases under white noise errors and the I(1) hypothesis 

cannot be rejected in the three series under Bloomfield-type autocorrelation. Overall, we do not 

observe any systematic pattern in the behavior of d implying that the values have been relatively 

stable across the subsamples.  

 

5. Concluding Remarks 

In this article we have examined the time series behavior of the world, OPEC and non-OPEC oil 

production, for the time period from January 1973 to April 2018, using fractionally integrated 

techniques. These methods are more general than the standard ones based on integer degrees of 

differentiation and include them as particular cases of interest. Moreover, the possibility of 

structural breaks still in the context of I(d) processes is also taken into account. The results 

indicate that mean reversion takes place in case of the world and OPEC production but not in 

case of the non-OPEC. Thus, in case of exogenous shocks affecting negatively oil production 

stronger measures must be adopted by the non-OPE countries. We also observe some evidence 

of multiple structural breaks in the three series though the degree of persistence seems to be 

relatively stable across the different subsamples. 
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